Identification of critical risk factors on stomach disorders by means of a regression analysis.
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Abstract

Currently, the healthcare system is facing many challenges, however computer-aided disease diagnosis might play an essential role in enhancing the quality of medical services and relief these challenges. The aim of this work consists of two parts, where in the first part, we identified the feasible machine learning methods for stomach disease diagnosis, that can be incorporated into Remote Diagnosis and Support Medical System developed by our research team. For the study, a medical dataset with over 1000 instances and 24 attributes for five stomach disorders was used. During the testing process, the implemented machine learning algorithms achieved an accuracy of 98% (p<0.001) for the logistic regression model, and R^2 of 0.88 (p<0.001) for multivariate linear regression model respectively. We have concluded that both machine learning methods are sufficient for stomach disease diagnosis and were integrated into the mentioned system. In the second part, we performed a statistical data analysis for prevalence and critical factor analysis. The risk factors such as painkillers consumption, stress and dental problems found to have a high correlation with stomach disorders and symptoms like nausea and abdominal pain might be an important precursor of a particular stomach disease.
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Introduction

Presently over the world the healthcare system is facing many challenges due to factors such as understaffed and overwhelmed hospitals, lack of medical equipment in remote areas and increased number of refugees [1]. Medicine is one of the areas that might benefit from the use of computer applications since the advent of Artificial Intelligence (AI) and Machine Learning (ML) to tackle the problems [2,3]. Computer-aided disease diagnosis might play an essential role in enhancing a quality of medical services all over the world [4]. Gastrointestinal diseases are considered to be one of the most common disorders which affect more than 46% of human population, where over 60% of the population is affected by the stomach disorders [5]. Generally, it is more convenient to find a medical data and obtain ethical reports related to digestive disorders, conduct research. Due to the aforementioned reasons, we have selected five stomach diseases: stomach flu, gastroesophageal reflux (heartburn), gastritis, peptic ulcer, and stomach cancer [6]. Currently, there is a continuous on-going research in the field of medical diagnosis and treatment. A tremendous work has been done by applying the Artificial Neural Network (ANN), Regression models or Support Vector Machines (SVM) algorithms in order to diagnose diseases like diabetes, heart attack, cancer, and kidney diseases [7-9].

Presently, we have developed a web-based remote diagnosis and support system based on machine learning algorithms called Remote Diagnosis and Support Medical System (RDSMED) [10]. These algorithms are based on generalized regression models. This research work consists of two parts. The first part describes the identification of robust and feasible linear as well as non-linear prediction and classification model for mentioned disorders, which were integrated into the RDSMED system. The models have several characteristics like fast model building, decent classification and prediction accuracy, reliability, and easy implementation on clinical data. Based on the simulation results, two ML methods were selected for this study; namely the Logistic regression (Logit) and Multivariate linear regression model (MVRM). As a result, the optimal models have been proposed. In the second part, the prevalence analysis study was conducted, which revealed critical risk factors of stomach diseases. In the literature, there
are many studies which applied complex ML algorithms on medical data and achieved high performance for gastrointestinal diseases.

Researchers summarized a decade experience of using computer aided applications in this medical field and analysed the paradoxical situation in the world, which is inflated by an increasing amount of clinical, laboratory and diagnostic imaging information [11]. They showed that using ANNs is a good choice to tackle diagnosis issues and explained why ANN should be used. Çokmak et al. (2007) performed the comparative analysis between two methods; the LS-SVM and BP-ANN, and created a decision support system that classifies the Doppler signals of the heart valve based on extracted features of the patients [8]. As a result, they trained these models that could classify over 94% of unknown cases. In another work, authors used SVM method to classify sound data from Doppler ultrasound of patients with atherosclerosis. Researchers trained a model that achieved 100% accuracy with the 10-fold method. They showed the usability of suggested method for classification of atherosclerosis patients [12]. An exciting study was conducted by Annibale et al. (2007) where they aimed to assess the performance of ANNs in identification of patients with chronic atrophic gastritis, by using only clinical and biochemical attributes. As a result, they were able to develop a model with 98.4% accuracy, using only eight factors [13].

All those above mentioned methods are very complex and difficult to maintain. There are several studies that used moderate methods like Logit and MVRM for prediction and classification purposes. For instance, Kalhori et al. (2010) applied the logistic regression method to predict the probability of fail outcome in Tuberculosis treatment course that might be used to determine the level of patients’ supervision and support [14]. They proved that the developed model based on Logit have achieved 95% prediction accuracy based on optimal sensitivity and specificity. In another study, researchers talk about dichotomous diagnostic test and advantages of using logistic regression models in terms of sensitivity, specificity, and likelihood ratios (LRs). The exerted model with an accuracy of 90% allows calculating the LRs of diagnostic test results which are conditional on several covariates. The intended logistic regression approach provides an efficient way to determine the performance of tests at the level of the individual patient risk profile. This method can also be used to examine the effect of patient’s characteristics on diagnostic test features [15]. In our previous work, we have used multivariate regression analysis method to develop a prediction model for a dataset obtained from the experimental tracheal system for mucus clearance in pulmonary airways. On the obtained data, by applying several genuine transformations, we developed a model that is able to predict clearance up to 86% accuracy, based on MVRM method [16]. To our knowledge, many research studies were performed by using standalone tools like MATLAB® or Weka®, where only a few of them have been used in real life applications. Many of the studies use complex ML algorithms, however the results in this paper proves that, less complex ML algorithms are sufficient to use if configured properly.

**Theory**

**Regression models**

In the area of data analysis, either linear or logistic regression models are used to predict the future outcome based on historical data. Both methods are considered to be white-box methods and they are clear, usable and easy to implement.

**Multivariate linear regression model**

Multivariate regression analysis (MVRM) focuses on the relationship between independent and dependent variables. It includes techniques for modelling and analysing the correlations among the attributes. The general formula for linear regression model is provided below (Equation 1). The proper constant coefficients are obtained when model’s mean root square error is minimal. The Xi is independent variables, where they can represent several characteristics in a model. The Yi is dependent variable which relies on xi values, βi coefficients and εi error [17]. The performance of the multivariate linear regression model is measured by the R² coefficient of determination. In this work, the MVRM model is used for prediction of stomach disorder type of patients.

\[ Y_i = \sum_{i=1}^{k} \beta_i x_i + \epsilon_i \]  \hspace{1cm} (1)

**Logistic regression model**

The logistic regression (Logit) has wide range of implications in medical research field. The Logit model is used for the classification of the attributes, which might help to classify the outcome. The distinctive feature of the Logit model is that the outcome variable is dichotomous [17]. Generally, patient’s data is being used to develop a right model by identifying the important attributes in the dataset, which are important in prediction process. The outcome is not bounded to a linear form. As a result, the created model can be used to classify a newly provided data via placing them in a model for the probability P [9], calculation of a given outcome Yi. The equation for the dichotomous Logit is given below where the Yi comes from previous Equation (1).

\[ \ln \left( \frac{p}{1-p} \right) = Y_i \]  \hspace{1cm} (2) and \[ P(Y_i) = \frac{1}{1 + e^{-Y_i}} \]  \hspace{1cm} (3)

\[ O = f \left( \sum_{j=1}^{n} w_j x_j \right) \]  \hspace{1cm} (4)

\[ \varphi = f(\text{net}) = \begin{cases} 1 & \text{if } w^\top x \geq \theta \\ 0 & \text{otherwise} \end{cases} \]  \hspace{1cm} (5)

The P [9] is the probability of a patient’s condition which is provided in Equation (3), for predicted of any digestive system disorder(s) according to threshold value ϕ shown in Equation (5). The β0 is an intercept and β1,…,βk are the model’s coefficients.
parameters, which are the constants for each attribute described in Table 2.

The performance of the proposed system was measured with several performance parameters, like accuracy metrics, a significance of the model and simulation outcomes; where the accuracy metric is the number of truly diagnosed conditions.

**Procedures**

**Collection of medical data and demographics**

In this retrospective analysis study, the medical data related to five gastrointestinal disorders were considered. The medical data were collected from years 1999 to 2014 in the process of routine endoscopic practice for over 1000 subjects, in two hospitals i.e. Samatya and Frunze located in Turkey and Kyrgyzstan respectively. Patients’ data were selected for those who were confirmed for having the mentioned stomach disorders. The disorders prevalence in the dataset is 65%, which is close to WHO statistics. In the present study, the patient’s data had 24 independent attributes of different types described in Table 2. Prior applying any ML algorithm, the dataset had undergone several normalization and standardization changes. In this study, patients’ data was used with their permission. Patients’ personal information was kept strictly confidential and anonymous.

**Disease groups**

The defined disease groups and metrics are shown in Table 1. For the Logit model, there are two final disease conditions, where (0) represents patients without disorder and (1) represents patients with the any stomach disorder. For the MVRM, the groups are defined according to stomach disorder severity metrics.

**Table 1. Stomach disorders conditions metrics.**

<table>
<thead>
<tr>
<th>Stomach Disorders</th>
<th>Logit condition metrics</th>
<th>MVRM condition metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flu</td>
<td>[1/0]</td>
<td>0.2</td>
</tr>
<tr>
<td>Reflux</td>
<td>[1/0]</td>
<td>0.4</td>
</tr>
<tr>
<td>Gastritis</td>
<td>[1/0]</td>
<td>0.6</td>
</tr>
<tr>
<td>Ulcer</td>
<td>[1/0]</td>
<td>0.8</td>
</tr>
<tr>
<td>Cancer</td>
<td>[1/0]</td>
<td>1</td>
</tr>
</tbody>
</table>

**Analysis and feature extraction**

Several data pre-processing operations were performed before applying any classification and prediction methods on the data. First of all the missing value interpretation, and outlier deduction by using mode method was applied, where some records were rejected due to a tremendous negative effect on ultimate performance [17]. All attributes in the dataset were quantified after transformations, as most of the methods work with numerical data. The principle component analysis (PCA) with verimax rotation used on dataset for the extraction and dimensions reduction of underlying construct [18]. The PCA operation on the 24 attributes yielded to five components explaining the 65.2% of the total variance, with Eigen-value threshold of 1.5. Each component was labelled from Comp.1 to Comp.5 and used only for Logit model. These configurations were ideal in order to solve issues related with over fitting and multicollinearity [19].

**Table 2. Medical dataset with attributes.**

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Value ranges</th>
<th>Comp. groups</th>
<th>Comp. weights</th>
<th>Corr. and Sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dental probs.</td>
<td>[0.01/1.00]</td>
<td>Comp. 1</td>
<td>0.706</td>
<td>R=0.524 (P&lt;0.001)</td>
</tr>
<tr>
<td>Sleep disorders</td>
<td>[0.01/1.00]</td>
<td>Comp. 1</td>
<td>0.706</td>
<td>R=0.544 (P&lt;0.001)</td>
</tr>
<tr>
<td>Constipation</td>
<td>[0.01/1.00]</td>
<td>Comp. 1</td>
<td>0.554</td>
<td>R=0.653 (P&lt;0.001)</td>
</tr>
<tr>
<td>Age</td>
<td>[0 to 100]</td>
<td>Comp. 1</td>
<td>0.519</td>
<td>R=0.497 (P&lt;0.001)</td>
</tr>
<tr>
<td>NSAIIDs</td>
<td>[0.01/0.5/1.00]</td>
<td>Comp. 3</td>
<td>0.82</td>
<td>R=0.580 (P&lt;0.001)</td>
</tr>
<tr>
<td>Appetite</td>
<td>[0.01/1.00]</td>
<td>Comp. 3</td>
<td>0.819</td>
<td>R=0.579 (P&lt;0.001)</td>
</tr>
<tr>
<td>Stress</td>
<td>[0.01/1.00]</td>
<td>Comp. 4</td>
<td>0.645</td>
<td>R=0.470 (P&lt;0.001)</td>
</tr>
<tr>
<td>Gender</td>
<td>[0/1]</td>
<td>Comp. 4</td>
<td>0.557</td>
<td>R=0.905 (P&lt;0.002)</td>
</tr>
<tr>
<td>Breakfast</td>
<td>[0.01/1.00]</td>
<td>Comp. 4</td>
<td>-0.529</td>
<td>R=-0.373 (P&lt;0.001)</td>
</tr>
<tr>
<td>Smoking</td>
<td>[0.01/1.00]</td>
<td>Comp. 5</td>
<td>0.868</td>
<td>R=0.271 (P&lt;0.001)</td>
</tr>
<tr>
<td>Alcohol</td>
<td>[0.01/1.00]</td>
<td>Comp. 5</td>
<td>0.86</td>
<td>R=0.048 (P=0.123)</td>
</tr>
<tr>
<td>Swelling</td>
<td>[0.01/1.00]</td>
<td>Comp. 1</td>
<td>0.74</td>
<td>R=0.360 (P&lt;0.001)</td>
</tr>
<tr>
<td>Burning</td>
<td>[0.01/1.00]</td>
<td>Comp. 1</td>
<td>0.738</td>
<td>R=0.675 (P&lt;0.001)</td>
</tr>
<tr>
<td>Souring</td>
<td>[0.01/1.00]</td>
<td>Comp. 1</td>
<td>0.67</td>
<td>R=0.692 (P&lt;0.001)</td>
</tr>
<tr>
<td>Abdom. pain</td>
<td>[0.01/1.00]</td>
<td>Comp. 2</td>
<td>0.841</td>
<td>R=0.501 (P&lt;0.001)</td>
</tr>
<tr>
<td>Nausea</td>
<td>[0.01/1.00]</td>
<td>Comp. 2</td>
<td>0.829</td>
<td>R=0.509 (P&lt;0.001)</td>
</tr>
<tr>
<td>Weakness</td>
<td>[0.01/1.00]</td>
<td>Comp. 2</td>
<td>0.815</td>
<td>R=0.284 (P&lt;0.001)</td>
</tr>
<tr>
<td>Vomiting</td>
<td>[0.01/1.00]</td>
<td>Comp. 2</td>
<td>0.667</td>
<td>R=0.476 (P&lt;0.001)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>[0.01/1.00]</td>
<td>Comp. 2</td>
<td>0.585</td>
<td>R=-0.18 (P&lt;0.001)</td>
</tr>
<tr>
<td>Weightloss</td>
<td>[0.01/1.00]</td>
<td>Comp. 3</td>
<td>0.427</td>
<td>R=0.606 (P&lt;0.001)</td>
</tr>
<tr>
<td>Leukocytes (mcL)</td>
<td>[4.0/10.0]</td>
<td>Comp. 2</td>
<td>0.528</td>
<td>R=0.394 (P&lt;0.001)</td>
</tr>
<tr>
<td>Hemoglobin (g/dl)</td>
<td>[9.0/17.0]</td>
<td>Comp. 3</td>
<td>0.48</td>
<td>R=0.112 (P&lt;0.001)</td>
</tr>
<tr>
<td>Stool blood test</td>
<td>[0.00/1.00]</td>
<td>Comp. 3</td>
<td>0.536</td>
<td>R=0.346 (P&lt;0.001)</td>
</tr>
<tr>
<td>CLO test</td>
<td>[0.00/1.00]</td>
<td>Comp. 4</td>
<td>0.778</td>
<td>R=0.450 (P&lt;0.001)</td>
</tr>
</tbody>
</table>

For the MVRM model, a QR decomposition optimization algorithm and the Logit model, a Newton-Raphson optimization algorithm used with 24 attributes. Both optimization algorithms are based on least-squares method
For selected methods, both gender attributes were considered together. The finalized input parameters after applying feature selection methods are shown in Table 2.

**Applying algorithms**

After the pre-processing operations on a dataset, further classification and prediction operations were performed using R⃝ (R v3.2.3, Core Team, Armonk, Vienna, Austria). Both methods are implemented in the in stats package. The dataset divided into two parts for training and testing models.

**Results and Discussions**

In this study, we applied two supervised ML methods i.e., Logit and MVRM models. Both methods are considered to be a white-box approach model which can be easily implemented. Running time of such models is notably faster but accuracy is lower than other machine learning algorithm like ANNs or SVMs [21]. After successful training of both algorithms, the ability increased for diagnosing the unknown cases and making classifications, predictions and performance metrics calculations that are explained further.

**Logit Model**

The Logit model used sigmoid activation formula provided in Equation (3). The purpose of the model was to predict the severity of the case according to provided patients’ symptomatic data. In other words, we needed a model that is capable of accurately predicting whether a patient has any kind of stomach disorder with provided clinical data. The Table 3 shows results of model testing simulations.

**Multivariate linear regression model**

In this study, we have used the MVRM method for prediction. Totally 24 attributes have been selected based on the Pearson correlation analysis, related to dependent variable (i.e., patient’s disorder condition), where the correlation results are provided in Table 1. In order to decrease multicollinearity effect, some of the attributes had been excluded from the experimental study. The residual plots for prediction output (predicted values) with reference points (actual values, refer Table 1) of each stomach disorder are shown in Figure 1. During the study, 20 patients’ clinical data were simulated for each disorder group and the outcome was averaged. It was observed that for the more severe disorders i.e. gastritis, ulcer, and cancer, the classification accuracy was close to the reference point. On the other hand, for the less severe disorders, there are high fluctuations and thus overlapping. This phenomenon is due to the fact that, generally the disorders like stomach flu, and reflux, many of the symptoms experienced by patients are the same and classification is done only according to the lab tests. In such cases, the selection boundary from 80% to 95% can be applied and the prediction outcome is evaluated according to disorders. The trade-off for this high selection boundary might identify the less severe disorders accurately but introduce overlapping for more severe ones. In order to get more sense out of the data groups in Figure 1, noisy outcomes have been eliminated. Overall, we can propose that, the multivariate linear model can classify disorders with a good precision. The performance of the model is as follows: R² as 0.88, where a root mean square error is 0.115. The significance metric found as, p<0.001 which implies the trustworthiness of the model. Generally, MVRM models are used for econometrics problems. In this work, our model is tested for prediction of stomach disorders, where final results seem promising. Schneider et al. (2010) summarizes several studies which apply regression models in medical field.
They show that these models preferable for predicting continue outcomes by providing several examples where $R^2$ is over 0.80 [25]. In another work, researchers applied linear regression model to predict ages of people by analysing text message send by user. In their model, there are over 10 features and as a result they created a model with an $R^2$>0.55. It is clearly seen that the $R^2$ of 0.88 implies that 88% of variation in metrics related to stomach disorders can be explained by independent attributes, which is considered as a good performance result for the model.

**Risk factors analysis**

During the research study, critical risk factor analysis using descriptive statistics techniques has been carried out. The goal was to identify attributes and significance levels by Chi-square ($\chi^2$) statistics that are vital to stomach disorders. Furthermore, it was found that seasonal periods play an important role and change the severity of the gastrointestinal diseases; this phenomenon is planned to be studied in the future. Initially, the stomach disorders prevalence analysis has been conducted based on gender and disease groups. As shown in Table 4, dataset consists of 45% of males and 55% of females records. In general, 65% of subjects have one or more mentioned stomach disorder. Out of that 65%, 33% are females, and 32% are males. It has been observed during the gender-wise analysis; males are more prone to stomach disorders, with the prevalence of 71%. Disorder-wise studies also reveal a higher disease percentage in males for severe disorders like gastritis, ulcer, and cancer. An explanation to this might be the males experience the more stressful lifestyle, and thus more affected by stomach disorders. According to APA (American Psychological Association), women can handle stressful situations better than men and being less affected emotionally [26]. In the Middle East and Central Asian regions, generally, the males are those who are working to support their family, which makes them prone to experience more stressful conditions [27].

**Table 4. Prevalence analysis of stomach disorders.**

<table>
<thead>
<tr>
<th>Gender</th>
<th>Population dataset</th>
<th>General disease %</th>
<th>Gender wise disease %</th>
<th>Gender wise and disorder wise %**</th>
</tr>
</thead>
<tbody>
<tr>
<td>Females</td>
<td>55%</td>
<td>33%</td>
<td>60%</td>
<td>45%</td>
</tr>
<tr>
<td>Males</td>
<td>45%</td>
<td>32%</td>
<td>71%</td>
<td>48%</td>
</tr>
</tbody>
</table>

*p<0.001; **p>0.05 ($\chi^2$ test was performed)

The living conditions of patients’ also have an impact on stomach disorders. The patients’ demographic and historical data attributes have been studied in order to reveal risk factors related to stomach disorders shown in Figure 2. During the analysis, it was observed that, patients who regularly use painkiller medicines have at least one kind gastroenterological disorder, with the value of $\chi^2$ is 638 and p<0.001. According to several studies conducted by a different research institutions boards concluded that long usage of painkillers i.e., non-steroidal anti-inflammatory (NSAIDs), paracetamol and opioids can cause stomach bleeding and further lead to cancer and significant side-effects [28,29]. Stress, dental problems, smoking, drinking and drug consumption are also highly correlated with stomach disorders, where the value of $\chi^2$ is 422 and p<0.001. In fact, the human body is so sensitive to surrounding environment that the effect of stress on the stomach may go far beyond known outcomes [30-32].
should not avoid it but rather start taking immediate actions. The study also revealed that patients with any stomach disorder, 83% had nausea, where the value of χ² is 470 and p<0.001 and 81% had abdominal pain with the value of χ² is 474 and p<0.001. Several studies also mention about the important correlated symptoms of stomach disease like in our case [32,33].

Conclusions

In the recent years, computer-based disease diagnosis has played an important role in improving the quality of medical services [34]. The aim of research was to identify feasible white-box algorithms for classification and prediction of stomach disorders. The methods aimed to have several characteristics like fast model building, decent classification and prediction accuracy, reliability, and easy implementation. The real medical data were used with over 1000 instances and 24 attributes for five stomach disorders. The Logit model was used to classify the patient’s severity condition and the MVRM model to identify the particular disorder. Both are white-box and supervised learning methods. During the benchmarking study, the accuracy of 98% with p<0.001 for the Logit and R² of 0.88 with p<0.001 for the MVRM models were achieved respectively. As a result both methods are concluded to be sufficient to be used in order to diagnose stomach disorders and integrated into RDSMED. The critical risk factors analysis revealed that patients who regularly use NSAIDs drugs have at least one kind of stomach disorder. Also, symptoms like nausea and abdominal pain might be an important precursor for a particular stomach disorder.
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