Design and development of an efficient hierarchical approach for multi-label protein function prediction.
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Abstract

Protein function prediction is important for understanding life at the molecular level and therefore is highly demanded by biomedical research and pharmaceutical applications. To overcome the problem, in this work I have proposed a novel multi-label protein function prediction based on hierarchical approach. In Hierarchical multi-label classification problems, each instance can be classified into two or more classes simultaneously, differently from conventional classification. Mainly, the proposed methodology is consisting of three phases such as (i) Creating clusters (ii) Generation of class vectors and (iii) classification of instances. At first, we create the clusters based on the hybridization of K-Nearest Neighbor and Expectation Maximization algorithm (KNN+EM). Based on the clusters we generate the class vectors. Finally, protein function prediction is carried out in the classification stage. The performance of the proposed method is extensively tested upon five types of protein datasets, and it is compared to those of the two methods in terms of accuracy. Experimental results show that our proposed multi-label protein function prediction significantly superior to the existing methods over different datasets.
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Introduction

Mining data streams is a real time process of extracting interesting patterns from high-speed data streams. Clustering is an important class in data stream mining in which analogous objects are categorized in one cluster. Traditional clustering algorithms are not applicable in data streams. Several clustering algorithms are developed recently for clustering data streams [1-4]. Some of these clustering algorithms apply a distance function for determining similarity between objects in a cluster. Another group of the clustering methods are grid-based clustering. The grid-based clustering method uses a multi resolution grid data structure. It forms the grid data structure by dividing the data space into a number of cells and perform the clustering on the grids [5]. Classification is an important theme in data mining. Classification is a process to assign a class to previously unseen data as accurately as possible. The unseen data are those records whose class value is not present and using classification, class value is predicted. In order to predict the class value, training set is used. Training set consists of records and each record contains a set of attributes, where one of the attribute is the class. From training set a classifier is created. Then that classifier’s accuracy is determined using test set. If accuracy is acceptable then and only then classifier is used to predict class value of unseen data. Label-based methods, such as label ranking and label classification, play important roles in clustering. Classification can be divided in two types: single-label classification and multi-label classification.

Single-label classification is to learn from a set of instances, each associated with a unique class label from a set of disjoint class labels L. Multi-label classification is to learn from a set of instances where each instance belong to one or more classes in L. Text data sets can be binary, multi-class or multi-label in nature. For the first two categories, only a single class label can be associated with a document. However, in case of multi label data, more than one class labels can be associated with a document at the same time. However, even if a data set is multi-label, not all combinations of class-labels appear in a data set. Also, the probability with which a particular class label combination occurs is also different. It indicates that there is a correlation among the different class-labels and it varies across each pair of class labels. If we look into the literature for multi-label classification, we can see that most traditional approaches try to transform the multi-label problem to multi-class or binary class problem. For example, if there is T class labels in the multi-label problem, one binary SVM (i.e., one vs. rest SVM) classifier can be trained for each of the class labels and the classification results of these classifiers can be merged to get the final prediction. But, this does not provide a correct interpretation of the data [6]. Because, if a data point belongs
to more than one class, then during binary SVM training, it may belong to both the positive and negative classes at the same time.

Multi-label classification is a variant of the classification problem in which multiple target labels must be assigned to each instance. This method has been widely employed in recent years [7] and describing samples with labels is a challenging task [8]. A number of computational protein function prediction methods had been developed in the last few decades [9-12]. The most commonly used method is to use the tool Basic Local Alignment Search Tool (BLAST) [13] to search a query sequence against protein databases containing experimentally determined function annotations to retrieve the hits based on the sequence homology. The huge amount of biological data has to be stored, analysed, and retrieved. Protein databases are categorized as primary or structural [14]. Primary protein databases contain protein sequences. Example of these databases is SWISS-PROT [15]. SWISS-PROT annotates the sequences as well as describing the protein functions. Structural databases contain molecular structures. The Protein Data Bank PDB [16] is the main database for three dimensional structures of molecules specified by X-ray crystallography and NMR (nuclear magnetic resonance). Moreover, Proteins functions are related to their structural role or enzymatic role [17]. The structural role is related to forming the cell shape. The enzymatic role is related to help in accomplishing chemical reactions, signal movement in and out of the cell and transportation of different kind of molecules like antibodies, structural binding elements, and movement-related motor elements.

In this paper, we propose a multi-label protein function prediction based on hybridization of k-Nearest Neighbor based EM algorithm (KNN+EM). The main idea is to reduce the number of data with KNN method and guess the class using most similar training data with EM algorithm. Based on the algorithm multi-label protein function prediction is carried out. The rest of the paper is organized as follows: In section 2 we present the some of the related work present in the protein function prediction and in section 3 we deeply describe the proposed protein function prediction method. The section 4, we explained the experimental results and performance evaluation and in section 5 we discuss the conclusion part.

**Related Works**

Many of the researchers have explained the bio-information based protein function prediction. Among them some of the research papers explained in this section; Fahimeh et al. [18] have explained the variance reduction based binary fuzzy decision tree induction method for protein function prediction. Protein Function Prediction (PFP) was one of the special and complex problems in machine learning domain in which a protein (regarded as instance) may have more than one function simultaneously. This algorithm just fuzzifies the decision boundaries instead of converting the numeric attributes into fuzzy linguistic terms. It has the ability of assigning multiple functions to each protein simultaneously and preserves the hierarchy consistency between functional classes. It uses the label variance reduction as splitting criterion to select the best “attribute-value” at each node of the decision tree. The experimental results were show that the overall performance of the algorithm was promising.

Moreover, Wei et al. have explained the active learning for protein function prediction in protein-protein interaction networks [19]. The high-throughput technologies have led to vast amounts of Protein-Protein Interaction (PPI) data, and a number of approaches based on PPI networks were explained for protein function prediction. However, these approaches do not work well if annotated or labelled proteins are scarce in the networks. To address this issue, they explained this method. They, first cluster a PPI network by using the spectral clustering algorithm and select some informative candidates for labelling within each cluster according to a certain centrality metric, and then apply a collective classification algorithm to predict protein function based on these labelled proteins. Experiments over two real datasets demonstrate that the active learning based approach achieves a better prediction performance by choosing more informative proteins for labelling.

Additionally, Ernando et al. have explained the hierarchical multi-label classification ant colony algorithm for protein function prediction [20]. This paper explained the hierarchical multi-label classification problem of protein function prediction. This problem was a very active research field, given the large increase in the number of un-characterized proteins available for analysis and the importance of determining their functions in order to improve the current biological knowledge. In this type of problem, each example may belong to multiple class labels and class labels are organized in a hierarchical structure either a tree or a Directed Acyclic Graph (DAG) structure. It presents a more complex problem than conventional flat classification, given that the classification algorithm has to take into account hierarchical relationships between class labels and be able to predict multiple class labels for the same example. Their ACO algorithm discovers an ordered list of hierarchical multi-label classification rules. It was evaluated on sixteen challenging bioinformatics data sets involving hundreds or thousands of class labels to be predicted and compared against state-of-the-art decision tree induction algorithms for hierarchical multi-label classification.

Similarly, Guoxian et al. have explained the protein function prediction using multilabel ensemble classification [21]. High-throughput experimental techniques produce several kinds of heterogeneous proteomic and genomic data sets. To computationally annotate proteins, it is necessary and promising to integrate these heterogeneous data sources. In this paper they developed a Transductive Multilabel Classifier (TMC) to predict multiple functions of proteins using several unlabelled proteins. They also explained a method called Transductive Multilabel Ensemble Classifier (TMEC) for integrating the different data sources using an ensemble approach. The TMEC trains a graph-based multilabel classifier.
on each single data source, and then combines the predictions of the individual classifiers. They used a directed birelational graph to capture the relationships between pairs of proteins, between pairs of functions, and between proteins and functions. They evaluate the effectiveness of the TMC and TMEC to predict the functions of proteins on three benchmarks.

Guoxian et al. have explained the Predicting Protein Function Using Multiple Kernels (ProMK) [22]. ProMK iteratively optimizes the phases of learning optimal weights and reduces the empirical loss of multi-label classifier for each of the labels simultaneously. ProMK was integrating kernels selectively and downgrade the weights on noisy kernels. They investigate the performance of ProMK on several publicly available protein function prediction benchmarks and synthetic datasets. They show that their approach performs better than previously proposed protein function prediction approaches that integrate multiple data sources and multi-label multiple kernel learning methods.

Moreover, Xiao et al. have explained the framework for incorporating functional interrelationships into protein function prediction algorithms [23]. In this study, they explained a functional similarity measure in the form of Jaccard coefficient to quantify these interrelationships and also develop a framework for incorporating GO term similarity into protein function prediction process. The experimental results of cross-validation on *S. Cerevisiae* and *Homo sapiens* data sets demonstrate that their method was able to improve the performance of protein function prediction. In addition, they find that small size terms associated with a few of proteins obtain more benefit than the large size ones when considering functional interrelationships. They also compare their similarity measure with other two widely used measures, and results indicate that when incorporated into function prediction algorithms, their measure was more effective.

**Proposed Multi Label Protein Function Prediction**

The main objective of this paper is to multi label protein function prediction based on hybridization of k-Nearest Neighbor and EM algorithm (KNN+EM). The multi label classification is carried out by training, validation and testing sequences. The multi label classification requires a set of Z-dimensional training instances as input and it is denoted as and test instances as of class labels represented as in which in a k-class problem for the instance. At first, the training instances are taken and create clusters based on the (KNN+EM) algorithm and these instances are placed in an appropriate cluster by calculating the most probable cluster. The validation or unseen instances are classified based on the threshold by generating a class vector for each cluster. At last, the testing instances are classified as the final prediction. The multi label classification is carried out by the three steps such as (i) creating clusters based on (KNN+EM), (ii) Generation of class vectors and (iii) classification of instances and is explained below in detail. The overall diagram of proposed methodology is illustrated in Figure 1.
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**Creating clusters based on HKNNEM**

The first step is to create clusters for the training dataset (R) which is comprised of (z) attributes and (Z) instances. By using the HKNNEM algorithm, it helps to reduce the number of data with KNN method and guess the class using most similar training data with EM algorithm. The proposed HKNNEM algorithm is explained as follows:

**A. HKNNEM algorithm:** The HKNNEM algorithm is a hybrid approach which is the combination of KNN and EM algorithm. In K-Nearest Neighbor (KNN), the data set is clustered many times using a KNN clustering with a simple strategy. The goal is to combine similar classes that are close to each other. KNN clustering algorithm searches the training samples that are nearest to the new sample as the new sample neighbours, which cluster includes most of these k samples, then predict the cluster label of x is same with this cluster. In Expectation Maximization (EM) algorithm, is one of the Bayesian methods which are based on probability calculus. EM is to form Gaussian distributions for each class and predict the class of queried data. EM algorithm is a method to guess units which has missing data and includes maximum similarity probabilities. EM method is a repeated method with two stages. Expectation stage gives expectation for the data. Maximization stage gives expectation about mean, standard deviation or correlation when a missing data is appointed. This
process continues until the change on expected values decreases to a negligible value. The EM algorithm is a general approach to maximum likelihood in the presence of incomplete data. It is utilized for unknown values with known probability distributions. The hybrid approach of KNN and EM is proposed in this paper. The steps involved in the process of HKNNEM algorithm is as follows:

**Step 1:** At first, we read the training and testing data from a file. These data are used one by one for training and testing purposes. Training mode is interactive and no batch mode exists. Let \( R = \{r_1, r_2, r_3, ..., r_z\} \) be the train data set where each \( r_i \) belongs to \( i = 1-z \) is a vector and \( V \) is the test vector.

**Step 2:** After that, the number of class in the data set is identified and the data of the data set is divided into groups according to their classes, because the data set consists of list of classes and each class is denoted by a class number.

**Step 3:** Then distances between training and testing data are calculated by using selected distance measurement. Let where \( D = \{d_1, d_2, d_3, ..., d_j\} \) is the distance matrix. Each \( d_i \) is denoted by \( i = 1-z \) and which is the difference between each train and test data. Different distance measurements can be used for distance calculations. In this paper, the distance is calculated by using the following equation.

\[
d_i = \sqrt{p_i - VZ}^2 \rightarrow (1)
\]

Where; is the Minkowski distance. Here, when is equal to 1, it is called as Manhattan distance, for is equal to 2, it is called as Euclidean distance. If is equal to 3 or more, the general name Minkowski is used for that distance. The value of is chosen in the order of 1, 2 and 3. From these the best value for is chosen and based on that the distance formula is decided.

**Step 4:** After that, for each class group, the calculated distances are sorted in ascending order. In this case, we obtain the minimum distance means; it indicates more similar data’s are present in the testing data. The formula for applying the sorting process is as follows.

\[
Z_{\text{sorted}} = \text{sort}_{\text{asc}}(D, Z) \rightarrow (2)
\]

**Step 5:** In this step, we have to choose the optimum \( k \) data that have minimum distance to the test data from each class to form a new test data. This is determined heuristically considering the distances between queried and train data for the KNN algorithm. Thus the \( k \)-nearest neighbours is found for the training data set. After that point old train set is updated with the new one as shown in equation.

\[
Z_{\text{new}} = Z_{\text{sorted}_{-h}} \rightarrow (3)
\]

Where; \( h = 1-k \). Thus the training instances which are close to one other are obtained. Now for these training instances the EM algorithm is applied.

**Step 6:** For the initialization process, assume that it consists of \( M \) classes and each class is represented as is constituted by a parameter vector \( \mu \), composed by the mean \( \mu_i \) and by the covariance matrix \( \Sigma_i \), which represents the features of the Gaussian probability distribution (Normal) used to characterize the observed and unobserved entities of the data set \( R \).

\[
u(t) = (\mu_e(t), C_e(t)), e = 1, 2, ..., M \rightarrow (4)
\]

On the initial instant \((t = 0)\) the implementation can generate randomly the initial values of mean \((\mu_e)\) and of covariance matrix \((C_e)\). The EM algorithm aims to approximate the parameter vector \( \nu \) of the real distribution. Another alternative offered by MCLUST is to initialize EM with the clusters obtained by a hierarchical clustering technique.

**Step 7:** In this expectation step, it is responsible to estimate the probability of each element belong to each cluster \((P(G_e / r_i))\) by assuming the parameters of each of the \( k \) distributions are already known. The relevance degree of the points of each class is given by the likelihood of each element attribute in comparison with the attributes of the other elements of cluster \( G_e \).

\[
P(G_e | r_i) = \sum_{i=1}^{M} \frac{1}{\sum_{i=1}^{M} \frac{1}{\sum_{i=1}^{M} P(G_e | r_i)}} \rightarrow (5)
\]

**Step 8:** The Maximization step is responsible to estimate the parameters of the probability distribution of each class for the next step. First is computed the mean \( \mu_e \) of class \( e \) obtained through the mean of all points in function of the relevance degree of each point.

\[
\mu_e(t + 1) = \frac{\sum_{i=1}^{Z} P(G_e | r_i) r_i}{\sum_{i=1}^{Z} P(G_e | r_i)} \rightarrow (6)
\]

**Step 9:** To find the covariance matrix for the next iteration is applied the Bayes Theorem based on the conditional probabilities of the class occurrence. This implies that \( P(A / B) + P(B / A) \ast P(A) \) \( P(B) \). Thus the covariance is computed as follows:

\[
\mu_e(t + 1) = \frac{\sum_{i=1}^{Z} P(G_e | r_i) (r_i - \mu_e(t) - \mu_e(t))}{\sum_{i=1}^{Z} P(G_e | r_i)} \rightarrow (7)
\]

**Step 10:** The probability of occurrence of each class is computed through the mean of probabilities \((G_e)\) in function of the relevance degree of each point from the class.

\[
C_e(t + 1) = \frac{1}{Z} \sum_{i=1}^{Z} P(G_e | r_i) \rightarrow (8)
\]

The attributes represents the parameter vector \( \nu \) that characterize the probability distribution of each class that will be used in the next algorithm iteration.

**Step 11:** The iteration between the expectation and maximization steps is performed until one of the two conditions occurs:
The maximum number of 100 iterations is reached; or

- The difference between the log-likelihood of two consecutive steps is smaller than $1 \times 10^{-6}$

The log-likelihood is computed after each expectation step:

$$L_k = \sum_{i=1}^{z} \ln \left( \sum_{e=1}^{k} P(G_e \mid r_i) \times P(r_i \mid G_e) \right) \quad (9)$$

**Step 12:** After performing all the iteration it is necessary to perform the convergence test. It verifies if the difference of the attributes vector of iteration to the previous iteration is smaller than an acceptable error tolerance, given by parameter. Some implementations use the difference between the averages of class distribution as the convergence criterion.

**Step 13:** After the algorithm has converged and the final parameters of the $k$ clusters are known, the $Z$ training instances are assigned to their most probable cluster.

$$L_{rt} = \arg_{G_e} \max \left( \frac{P(r_i \mid G_e) \times P(G_e \mid r_i)}{P(r_i)} \right) \quad (10)$$

**Generation of class vector**

Once the training instances have been distributed throughout the clusters, we generate one class vector per cluster. By using the two strategies, we generate one class vector per cluster based on the literature Barros et al. [24]. We follow the paper for generating the class vector based on the threshold.

1). The class vector of cluster $G_e$ is generated as the average class vector of the training instances that were assigned to cluster $G_e$, i.e.:

$$\overline{v}_{G_e} = \frac{1}{Z} \sum_{r_i \in G_e} v_{r_i} \quad (11)$$

2). The class vector of cluster is generated as the average class vector of the training instances that were assigned to cluster and whose cluster membership probability surpasses a given previously-defined threshold $\Delta_e$, i.e.:

$$\overline{v}_{G_e} = \frac{1}{Z} \sum_{r_i \in G_e} v_{r_i} \quad \text{where } P(G_e \mid r_i) \geq \Delta_e \quad (12)$$

Note that strategy 1 is a special case of strategy 2 in which $\Delta=0$ for all clusters. The second strategy, on the other hand, makes use of the cluster memberships to define the average class vectors. We also distribute the validation instances to their most probable cluster, also according to Equation 10. Then, for each cluster, we evaluate the classification performance of the validation instances with the area under the precision-recall curve by building the average class vector following Equation 12. For that, we have to try different values of $\Delta_e$ i.e. $\{0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9\}$. The average class vector built according to the threshold value that yielded the largest AUPRC value is then chosen to classify the test instances that are assigned to cluster $G_e$.

**Classification of instances**

The classification is used to classify the test instances. The classification is done based on the following assumptions.

i. Assign each test instance to its most probable cluster according to Equation 10;

ii. Assuming test instance was assigned to cluster, make use of class vector computed from the training instances that belong to cluster and have cluster membership probability greater than as the class prediction for test instance.

The algorithm for our proposed HKNNEM is explained below.

**Input:**

- Training dataset $R$, Testing data $S$

**Start:**

- Set threshold $\text{ts}=\{0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9\}$
- Divide $R$ in to training set $R^t$ and validation set $R^v$
- Get all train and test data

**Calculate distances ‘D’ between each train and test data**

- Sort $(D, R)$ in ascending order for each class

**For $i=1$ to $n$**

**For $j=1$ to $n-1$**

- If $D_{i+1} < D_i$
  - Temp_D = $D_i$
  - $D_i = D_{i+1}$
  - $D_{i+1} = \text{Temp}_D$
- End if
- End for
- End for

**Choose $k$ data that have minimum distances to the test data from each class to form a new dataset**

**Replace old dataset by new dataset**

**Calculate probability of each cluster based on instance**

- $K \leftarrow CV (R^t)$
- Partition $\leftarrow EM (R^t, k)$
**For $i \in R^t$ do**

- $L_i \leftarrow$ equation 10
- End for

**For $i \in R^v$ do**

- $L_i \leftarrow$ equation 10
- End for

**for cluster $G_e \in t_s$ do**

**Note:**
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---

**S374**
Best AUPRC ← 0
For \( t \in t_s \) do
\( v_G \leftarrow \text{equation 12} \)
AUPRC ← classify (\( \{ r \in G \} \) \( \cap \) \( G \))
If AUPRC ≥ bestAUPRC then
threshold_\( t \) ← \( t \)
end if
end for
end for
partition ← EM (R \( t \), \( k \))
return thresholds, partition
end

Result and Discussion
In this section, we discuss the result obtained from the proposed multi-label protein function prediction. We have implemented our proposed work using Java (jdk 1.6) with cloud Sim tools and a series of experiments were performed on a PC with Windows 7 Operating system at 2 GHz dual core PC machine with 4 GB main memory running a 64-bit.

Datasets description
Protein function prediction datasets are used in this approach [25]. Here, we used five types of dataset such as cellcycle, derisi, eisen, gasch1 and gasch 2. Cell cycle dataset contains 77 attributes and 4125 classes. The EISEN dataset contains the totally 61 attributes and 4119 classes. The DERISI dataset contains the 79 attributes and 3573 classes. The GASCH1 and GASCH 2 contains 173 and 52 attributes and 4125 and 4131 classes respectively. These datasets are related to issues like phenotype data and gene expression levels. Table 1 summarizes the main characteristics of the training, validation, and test datasets employed in the experiments.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Dataset</th>
<th>Attributes</th>
<th>Classes</th>
<th>Training Total</th>
<th>Multi</th>
<th>Validation Total</th>
<th>Multi</th>
<th>Testing Total</th>
<th>Multi</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAG</td>
<td>Cell cycle</td>
<td>77</td>
<td>4125</td>
<td>1625</td>
<td>1625</td>
<td>848</td>
<td>848</td>
<td>1278</td>
<td>1278</td>
</tr>
<tr>
<td></td>
<td>EISEN</td>
<td>79</td>
<td>4119</td>
<td>1605</td>
<td>1605</td>
<td>842</td>
<td>842</td>
<td>1272</td>
<td>1272</td>
</tr>
<tr>
<td></td>
<td>DERISI</td>
<td>63</td>
<td>3573</td>
<td>1055</td>
<td>1055</td>
<td>528</td>
<td>528</td>
<td>835</td>
<td>835</td>
</tr>
<tr>
<td></td>
<td>GASCH1</td>
<td>173</td>
<td>4125</td>
<td>1631</td>
<td>1631</td>
<td>846</td>
<td>846</td>
<td>1281</td>
<td>1281</td>
</tr>
<tr>
<td></td>
<td>GASCH2</td>
<td>52</td>
<td>4131</td>
<td>1636</td>
<td>1636</td>
<td>849</td>
<td>849</td>
<td>1288</td>
<td>1288</td>
</tr>
</tbody>
</table>

Evaluation metrics
The experiential result is evaluated based on the accuracy, sensitivity and specificity. The experimentation is carried out based on training, validation and testing performance.

Sensitivity: The sensitivity of the multi-label protein function prediction is determined by taking the ratio of number of true positives to the sum of true positive and false negative. This relation can be expressed as.

\[ S_t = \frac{T_p}{T_p + F_n} \]

Specificity: The specificity of the feature multi-label protein function prediction can be evaluated by taking the relation of number of true negatives to the combined true negative and the false positive. The specificity can be expressed as

\[ S_t = \frac{T_n}{T_n + F_p} \]

Accuracy: The accuracy of multi-label protein function prediction can be calculated by taking the ratio of true values present in the population. The accuracy can be described by the following equation

\[ A = \frac{T_p + T_n}{T_p + F_p + T_n + F_n} \]

Where, represents the True positive, represents the True negative, represents the false positive and represents the False negative.

Experimental results
The basic idea of proposed methodology is multi-label protein function prediction based on hierarchical approach. This approach is based on combination of EM and K-means clustering algorithm. In this section, we compare our proposed protein function prediction with Hierarchical Multi-Label Classification with Probabilistic Clustering (HMC-PC) and two decision tree-based local methods, namely Clus-HSC [26]. HMC-PC works by clustering the protein function datasets in k clusters following an expectation-maximization scheme. Then, for each of the k clusters, the average class vector is generated based on the training instances that were (hard-) assigned to
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each cluster. The choice of which instances will be used to define the per-cluster average class vector is based on the probabilities of cluster membership. The proposed methodology is compare to the HMC-PC method. Tables 2-4 show the performance comparison of proposed methodology based on accuracy, specificity and sensitivity.

Table 2. Performance of protein function prediction based on the accuracy.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Class</th>
<th>Proposed</th>
<th>HMC-PC</th>
<th>Clus-HSC</th>
<th>Class</th>
<th>Proposed</th>
<th>HMC-PC</th>
<th>Clus-HSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell cycle</td>
<td>GO: 0044464</td>
<td>0.959</td>
<td>0.921</td>
<td>0.917</td>
<td>GO: 0044424</td>
<td>0.928</td>
<td>0.921</td>
<td>0.898</td>
</tr>
<tr>
<td></td>
<td>GO: 0009987</td>
<td>0.88</td>
<td>0.876</td>
<td>0.86</td>
<td>GO: 0008152</td>
<td>0.78</td>
<td>0.767</td>
<td>0.726</td>
</tr>
<tr>
<td></td>
<td>GO: 0003735</td>
<td>0.71</td>
<td>0.649</td>
<td>0.404</td>
<td>GO: 0044237</td>
<td>0.701</td>
<td>0.699</td>
<td>0.676</td>
</tr>
<tr>
<td></td>
<td>GO: 0044238</td>
<td>0.702</td>
<td>0.677</td>
<td>0.65</td>
<td>GO: 0044444</td>
<td>0.635</td>
<td>0.624</td>
<td>0.586</td>
</tr>
<tr>
<td></td>
<td>GO: 0043170</td>
<td>0.663</td>
<td>0.632</td>
<td>0.58</td>
<td>GO: 006412</td>
<td>0.62</td>
<td>0.599</td>
<td>0.361</td>
</tr>
<tr>
<td>EISEN</td>
<td>GO: 0044464</td>
<td>0.965</td>
<td>0.953</td>
<td>0.941</td>
<td>GO: 0044424</td>
<td>0.928</td>
<td>0.901</td>
<td>0.926</td>
</tr>
<tr>
<td></td>
<td>GO: 0009987</td>
<td>0.91</td>
<td>0.9</td>
<td>0.916</td>
<td>GO: 0008152</td>
<td>0.72</td>
<td>0.713</td>
<td>0.692</td>
</tr>
<tr>
<td></td>
<td>GO: 0003735</td>
<td>0.82</td>
<td>0.84</td>
<td>0.808</td>
<td>GO: 0044237</td>
<td>0.69</td>
<td>0.687</td>
<td>0.636</td>
</tr>
<tr>
<td></td>
<td>GO: 0044238</td>
<td>0.68</td>
<td>0.652</td>
<td>0.607</td>
<td>GO: 0044444</td>
<td>0.79</td>
<td>0.77</td>
<td>0.751</td>
</tr>
<tr>
<td></td>
<td>GO: 0043170</td>
<td>0.75</td>
<td>0.726</td>
<td>0.716</td>
<td>GO: 006412</td>
<td>0.75</td>
<td>0.72</td>
<td>0.654</td>
</tr>
<tr>
<td>DERISI</td>
<td>GO: 0044464</td>
<td>0.968</td>
<td>0.934</td>
<td>0.965</td>
<td>GO: 0044424</td>
<td>0.89</td>
<td>0.88</td>
<td>0.888</td>
</tr>
<tr>
<td></td>
<td>GO: 0009987</td>
<td>0.84</td>
<td>0.838</td>
<td>0.849</td>
<td>GO: 0008152</td>
<td>0.74</td>
<td>0.736</td>
<td>0.736</td>
</tr>
<tr>
<td></td>
<td>GO: 0003735</td>
<td>0.68</td>
<td>0.668</td>
<td>0.674</td>
<td>GO: 0044237</td>
<td>0.66</td>
<td>0.643</td>
<td>0.643</td>
</tr>
<tr>
<td></td>
<td>GO: 0044238</td>
<td>0.61</td>
<td>0.55</td>
<td>0.582</td>
<td>GO: 0044444</td>
<td>0.46</td>
<td>0.41</td>
<td>0.462</td>
</tr>
<tr>
<td></td>
<td>GO: 0043170</td>
<td>0.62</td>
<td>0.556</td>
<td>0.585</td>
<td>GO: 006412</td>
<td>0.59</td>
<td>0.52</td>
<td>0.525</td>
</tr>
<tr>
<td>GASCH1</td>
<td>GO: 0044464</td>
<td>0.96</td>
<td>0.958</td>
<td>0.963</td>
<td>GO: 0044424</td>
<td>0.92</td>
<td>0.927</td>
<td>0.912</td>
</tr>
<tr>
<td></td>
<td>GO: 0009987</td>
<td>0.86</td>
<td>0.845</td>
<td>0.855</td>
<td>GO: 0008152</td>
<td>0.63</td>
<td>0.614</td>
<td>0.659</td>
</tr>
<tr>
<td></td>
<td>GO: 0003735</td>
<td>0.74</td>
<td>0.754</td>
<td>0.733</td>
<td>GO: 0044237</td>
<td>0.72</td>
<td>0.699</td>
<td>0.674</td>
</tr>
<tr>
<td></td>
<td>GO: 0044238</td>
<td>0.61</td>
<td>0.583</td>
<td>0.574</td>
<td>GO: 0044444</td>
<td>0.71</td>
<td>0.671</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>GO: 0043170</td>
<td>0.65</td>
<td>0.639</td>
<td>0.647</td>
<td>GO: 006412</td>
<td>0.68</td>
<td>0.659</td>
<td>0.616</td>
</tr>
<tr>
<td>GASCH2</td>
<td>GO: 0044464</td>
<td>0.96</td>
<td>0.951</td>
<td>0.966</td>
<td>GO: 0044424</td>
<td>0.92</td>
<td>0.926</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>GO: 0009987</td>
<td>0.86</td>
<td>0.85</td>
<td>0.863</td>
<td>GO: 0008152</td>
<td>0.63</td>
<td>0.609</td>
<td>0.622</td>
</tr>
<tr>
<td></td>
<td>GO: 0003735</td>
<td>0.74</td>
<td>0.739</td>
<td>0.741</td>
<td>GO: 0044237</td>
<td>0.71</td>
<td>0.682</td>
<td>0.696</td>
</tr>
<tr>
<td></td>
<td>GO: 0044238</td>
<td>0.61</td>
<td>0.536</td>
<td>0.521</td>
<td>GO: 0044444</td>
<td>0.69</td>
<td>0.668</td>
<td>0.667</td>
</tr>
<tr>
<td></td>
<td>GO: 0043170</td>
<td>0.68</td>
<td>0.669</td>
<td>0.655</td>
<td>GO: 006412</td>
<td>0.64</td>
<td>0.619</td>
<td>0.601</td>
</tr>
</tbody>
</table>

Table 3. Performance of protein function prediction based on the specificity.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Class</th>
<th>Proposed</th>
<th>HMC-PC</th>
<th>Clus-HSC</th>
<th>Class</th>
<th>Proposed</th>
<th>HMC-PC</th>
<th>Clus-HSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell cycle</td>
<td>GO: 0044464</td>
<td>0.84</td>
<td>0.8</td>
<td>0.71</td>
<td>GO: 0044424</td>
<td>0.84</td>
<td>0.82</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>GO: 0009987</td>
<td>0.75</td>
<td>0.76</td>
<td>0.6</td>
<td>GO: 0008152</td>
<td>0.67</td>
<td>0.66</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>GO: 0003735</td>
<td>0.6</td>
<td>0.63</td>
<td>0.56</td>
<td>GO: 0044237</td>
<td>0.58</td>
<td>0.55</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td>GO: 0044238</td>
<td>0.59</td>
<td>0.6</td>
<td>0.51</td>
<td>GO: 0044444</td>
<td>0.51</td>
<td>0.46</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>GO: 0043170</td>
<td>0.57</td>
<td>0.56</td>
<td>0.77</td>
<td>GO: 006412</td>
<td>0.51</td>
<td>0.45</td>
<td>0.47</td>
</tr>
<tr>
<td>EISEN</td>
<td>GO: 0044464</td>
<td>0.86</td>
<td>0.8</td>
<td>0.3</td>
<td>GO: 0044424</td>
<td>0.81</td>
<td>0.78</td>
<td>0.8</td>
</tr>
</tbody>
</table>
Table 4. Performance of protein function prediction based on the sensitivity.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Class</th>
<th>Proposed</th>
<th>HMC-PC</th>
<th>Clus-HSC</th>
<th>Class</th>
<th>Proposed</th>
<th>HMC-PC</th>
<th>Clus-HSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell cycle</td>
<td>GO: 0044464</td>
<td>0.96</td>
<td>0.86</td>
<td>0.69</td>
<td>GO: 0044424</td>
<td>0.93</td>
<td>0.85</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>GO: 0009887</td>
<td>0.89</td>
<td>0.83</td>
<td>0.65</td>
<td>GO: 0008152</td>
<td>0.79</td>
<td>0.7</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>GO: 0037375</td>
<td>0.73</td>
<td>0.71</td>
<td>0.66</td>
<td>GO: 0044237</td>
<td>0.74</td>
<td>0.71</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td>GO: 0044238</td>
<td>0.72</td>
<td>0.72</td>
<td>0.62</td>
<td>GO: 0044444</td>
<td>0.71</td>
<td>0.68</td>
<td>0.62</td>
</tr>
<tr>
<td></td>
<td>GO: 0043170</td>
<td>0.68</td>
<td>0.65</td>
<td>0.64</td>
<td>GO: 0006412</td>
<td>0.7</td>
<td>0.65</td>
<td>0.68</td>
</tr>
<tr>
<td>EISEN</td>
<td>GO: 0044464</td>
<td>0.98</td>
<td>0.91</td>
<td>0.75</td>
<td>GO: 0044424</td>
<td>0.94</td>
<td>0.9</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>GO: 0009887</td>
<td>0.93</td>
<td>0.87</td>
<td>0.62</td>
<td>GO: 0008152</td>
<td>0.76</td>
<td>0.7</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>GO: 0037375</td>
<td>0.9</td>
<td>0.84</td>
<td>0.72</td>
<td>GO: 0044237</td>
<td>0.76</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>GO: 0044238</td>
<td>0.72</td>
<td>0.69</td>
<td>0.74</td>
<td>GO: 0044444</td>
<td>0.81</td>
<td>0.8</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>GO: 0043170</td>
<td>0.8</td>
<td>0.75</td>
<td>0.81</td>
<td>GO: 0006412</td>
<td>0.78</td>
<td>0.76</td>
<td>0.71</td>
</tr>
<tr>
<td>DERISI</td>
<td>GO: 0044464</td>
<td>0.98</td>
<td>0.92</td>
<td>0.73</td>
<td>GO: 0044424</td>
<td>0.92</td>
<td>0.85</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>GO: 0009887</td>
<td>0.86</td>
<td>0.82</td>
<td>0.7</td>
<td>GO: 0008152</td>
<td>0.83</td>
<td>0.82</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td>GO: 0037375</td>
<td>0.73</td>
<td>0.69</td>
<td>0.72</td>
<td>GO: 0044237</td>
<td>0.76</td>
<td>0.75</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td>GO: 0044238</td>
<td>0.69</td>
<td>0.65</td>
<td>0.55</td>
<td>GO: 0044444</td>
<td>0.59</td>
<td>0.6</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>GO: 0043170</td>
<td>0.71</td>
<td>0.66</td>
<td>0.59</td>
<td>GO: 0006412</td>
<td>0.67</td>
<td>0.61</td>
<td>0.6</td>
</tr>
<tr>
<td>GASCH1</td>
<td>GO: 0044464</td>
<td>0.98</td>
<td>0.92</td>
<td>0.87</td>
<td>GO: 0044424</td>
<td>0.95</td>
<td>0.92</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>GO: 0009887</td>
<td>0.9</td>
<td>0.84</td>
<td>0.82</td>
<td>GO: 0008152</td>
<td>0.71</td>
<td>0.72</td>
<td>0.7</td>
</tr>
</tbody>
</table>
The above Table 2 shows the Performance comparison of protein function prediction based on the accuracy. Here, we used five types of protein function dataset. When using the Cell cycle dataset we obtain the maximum accuracy of 0.959 which is 0.921 for using HMC-PC and 0.917 for using Clus-HMC based protein function prediction. When we use the EISEN dataset, we obtain the maximum accuracy of 0.985 which is 0.953 using HMC-PC and 0.941 for using Clus-HMC. Compare to HMC-PC and Clus-HMC methods the HMC-PC method is slightly better than the Clus-HMC because, HMC-PC is a parameter free algorithm and its time complexity is linear in all its input variables [27]. As an example, we can cite the cases of the GO term (class) GO: 0044464 in datasets Cellcycle, Eisen, Gasch1, and Gasch2 in which the proposed approach consistently outperforms other two methods. From the Table 2, we understand our proposed method is better than other two works. Moreover, Table 3 shows the performance analysis of proposed approach based on the specificity measure. Here, all the five dataset we obtain the maximum output. The Table 4 shows the performance of proposed approach based on the sensitivity measure. Here, also our proposed approach obtains the better performance compare to the existing approaches.

**Conclusion**

Protein function prediction is very important and challenging task in Bioinformatics. In this paper, we develop an efficient hierarchical approach for multi-label protein function prediction. This approach is mainly consisting of three modules such as (i) Creating clusters (ii) Generation of class vectors and (iii) classification of instances. In the cluster generation process, the training set is assigned into different clusters using a hybridization of K-Nearest Neighbor and expectation maximization (KNN+EM). After that, for each cluster, we generate the cluster vector to classify test instances. Finally, in last stage, each test instance is assigned to the cluster it most probably belongs to. Then, the cluster’s average class vector generated in the previous step is assigned to the test instance as the final prediction. The experimental results clearly demonstrate the proposed approach achieves the maximum accuracy of 98.5% which is high compare to the existing approaches.
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