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Abstract

In this paper, classification of mammograms for breast cancer detection based on Discrete Curvelet Transform (DCT) and Multi-Layer Perceptron (MLP) is proposed. The mammogram patches are first filtered by Column wise neighborhood operations Filter (COLFILT). Enhanced patches are further decomposed into four sub-bands by using DCT. Dense Scale Invariant Feature Transform (DSIFT) method is use to extract the six rotation and scale invariant features for all the sub-bands. By using these sub-bands of all the patches, a feature matrix is created that is further processed by MLP for classification. The proposed method is tested using the Image Retrieval in Medical Application (IRMA) dataset. Numerical validation results and graph shows the significance of proposed scheme as compared to state of art existing schemes.
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Introduction

The American Cancer Society (ACS) recommends that every woman aged 40 or above should have a mammogram test every year and calls it a gold standard for breast cancer detection. Early detection of breast cancer plays a significant role for high survival rate to a great extent. Breast cancer is recognized as the second most fatal type of cancer in women. Various algorithms have been developed for mammography analysis to obtain better classification efficiency, robustness and accuracy. The three class classification is still an open research area due to the fact that tumour type can be normal, benign or malignant. Breast cancer usually takes time to develop and its symptom appears very late. As there is no effective way to cure later stage breast cancer, early detection of breast cancer increases treatment options and patients’ survivability [1]. Therefore for the early detection of breast cancer it is recommended by America Cancer Society (ACS) that every woman who has risk factor of breast cancer should take screening test once in a year [2].

Abirami [3] used wavelet features for the two class classification of digital mammograms, they have achieved 93% accuracy, and however the dataset is small. Jasmine et al. [4] performed two class classification with his proposed method based on wavelet analysis using ANN. This experiment is performed using MIAS database of 322 images and has achieved accuracy up to 87%. Li et al. [5] presents mass classification in mammograms based on two concentric masks and discriminating texton. They have achieved accuracy up to 86.92% by using small dataset of 130 mammogram images.

Mazurowski et al. [6] proposed a template based a recognition algorithm for breast masses. Their data set is based of 1,852 Digital Database for Screening Mammography (DDSM) images and achieved accuracy up to 83%. Casti et al. [7] presents three class classification using contour independent detection. This method was tested on a total of 2105 mammogram images but the accuracy rate was not so promising. Elter and Hasslmer [8] performed classification using Artificial Neural Network (ANN) and Euclidean metric classifier respectively and achieved a performance over 85%. Tao et al. [9] compare the performance of two classifier named curvature scale space, and local linear embedded matric using a database of 476 and 415, and the accuracy of the two classifiers are 75% and 80% respectively. Muhammad et al. used fusion of discrete cosine transform and discrete wavelet transform features to classify mammograms in 3 classes [10], they used data in the MIAS database of 322 images and obtained high accuracy of 96.97% and 98.39% respectively.

Many researchers have used curvelet transform in the medical images. Lin et al. [11] used curvelet transform for the detection of prostate cancer. Eltoukhy et al. [12] used curvelet transform for breast cancer diagnosis, they used 122 images of MIAS and achieved accuracy of 98.59%. Ucar et al. [13] used DCT in extreme learning for the facial detection. Kiran et al. [14] also used DCT and DWT to analysis the microclassification of mammogram images, they have used 230 MIAS database images and achieved accuracy 93.86 % and 90.43% respectively. ANN has been widely used for the classification of biomedical images. ANN is capable of improving accuracy...
for classification specific biomedical problems [15]. Standard MLP use back propagation algorithm which train feed forward ANN (Algorithm 1). They need training as they are supervised networks.

From literature, it can be seen that significant results are achieved for two class (normal vs. abnormal) classification. But for three class (normal benign malignant) classification either data set is small or it has not achieved very promising results. In this work, novel three class classification technique for large dataset of mammograms using MLP is proposed. A flow chart of the proposed method is given in Figure 1.

The rest of the paper is organized as: Section 2 related to the feature extraction and representation. Section 3 presents the results and discussion and section 4 comprises the conclusion.

**Proposed Scheme**

Let \(E\) be an input image having dimensions \(M \times N\).

Enhancement technique is use to enhance the possibly degraded contrast in some of mammogram images, therefore as pre-processing step we have applied a contrast enhancement technique i.e.

\[
I^{\text{COLFILT}}(E, 3) \rightarrow (1)
\]

**Figure 1. Flow chart of proposed method.**

Where COLFILT filter enhances the image \(E\) depending upon the global mean and global variance of the image [16]. Figure 2 presents the original and enhanced image.

**Two-discrete curvelet transform**

In next step enhanced mammogram patch \(I\) is decomposed into four sub-bands coefficients by using Discrete Curvelet Transform (DCT). DCT is an image representation technique used in computer vision. It was proposed by Candes and Donoh [17]. DCT codes image edges more efficiently than wavelet transform [18] and it has useful geometric features that can be used as a feature vector in medical image processing. Eltoukhy et al. [19] has used DCT for the mammogram images.

Let \(L\) be a function that has a discontinuity across a curve and is smooth otherwise, and consider approximating \(L\) from the best \(n\) terms in the expansion. The squared error of such an \(n\)-term expansion obeys [20].

\[
L - L^2_\omega \alpha \frac{1}{m}; \quad m \rightarrow + \infty \rightarrow (2)
\]

Where \(L_\omega\) is the approximation from \(n\) best Fourier coefficients. Equation 3 shows expansion for wavelet,

\[
L - L^2_\varphi \alpha \frac{1}{m}; \quad m \rightarrow + \infty \rightarrow (3)
\]

Where \(L_\varphi\) is the approximation from \(n\) best wavelet coefficients. Equation 4 shows expansion for curvelet expansion.

\[
L - L^2_c \frac{2}{m^2} \log(m)^3; \quad m \rightarrow + \infty \rightarrow (4)
\]

Where \(L_c\) is the approximation from the \(n\) best curvelet coefficients. The Equation 4 also shows that the MSE will be reduced in DCT.

A fast DCT [21] has a two dimensions space \(R^2\) with \(\omega\) as the frequency domain variable and \(x\) as the spatial variable. \(r\) and \(\theta\) are the polar coordinates in the frequency domain. A pair of windows \(V(t)\) and \(W(r)\) are defined, which will be called the angular window and the radial window respectively. The \(V\) is taking real arguments and supported on \(r (-1, 1)\) and the \(W\) is taking positive real arguments and supported on \(r (1/2, 2)\).

\[
\sum_{a = -\infty}^{\infty} w^2(2^a r) = 1; r \in (3/2, 3/2) \rightarrow (5)
\]

\[
\sum_{b = -\infty}^{\infty} v^2(t - b) = 1; r \in (-1, 1) \rightarrow (6)
\]

For each \(a \geq a_0\), a frequency window \(U_a\) is define as

\[
U_a(r, \theta) = 2^{-3a/4} w(2^{-a} r) v\left[\frac{1}{2\pi} \right] \rightarrow (7)
\]

The scaled and shifted curvelet in frequency domain is defined as:

\[
\tilde{\phi}_{a,k,b}(x) = \tilde{\phi}(U_a(r - k, \theta - \theta_b)) \rightarrow (8)
\]

From, Plancherel’s theorem, curvelet coefficients can be computed as:

\[
C_{a,k,b}(x) = \frac{1}{(2\pi)^2} \int f(\omega)\tilde{\phi}_{a,k,b}(U_a(r - k, \theta - \theta_b)) d\omega \rightarrow (9)
\]

\(C_{a,k,b}(x)\) are curvelet coefficients in 4 sub-bands of spatial frequencies namely \(F_1, F_2, F_3, \text{ and } F_4\).

**Dense scale invariant feature transform**

In next step DSIFT descriptor is extracted to all the sub-bands components. Dense SIFT scale-space extrema detection used Difference-of-Gaussian (DOG) function to identify potential interest points [22], which were invariant to scale and orientation.

\[
D(x, y, \sigma) = G(x, y, \sigma) - G(x, y, \sigma) \times I(x, y) \rightarrow (10)
\]

Where \(\sigma\) is a constant multiplicative factor and \(G(x, y, \sigma)\) represent variable scale Gaussian i.e.

\[
G(x, y, \sigma) = \frac{1}{2\pi\sigma^2} e^{-\left(x^2 + y^2/2\sigma^2\right)} \rightarrow (11)
\]

Equation 11 can be written as:
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\[ D(x, y, σ) = G(x, y, σ) I(x, y) - G(x, y, σ) I(x, y) = L(x, y, σ) - L(x, y, σ) \rightarrow (12) \]

Where scale space of an image \( L(x, y, σ) \) is the convolution of \( G \) with an input image \( I(x, y) \). DOG is used here instead of Gaussian to improve the computation speed.

The DSIFT descriptor is applied to all the sub-bands with step size 4 and radius size 5, feature matrices having dimension \((128 \times 400)\) are extracted for all the sub-bands. From the columns of this matrix six time domain features kurtosis, mean, skewness, energy, maximum and standard deviation are extracted for each sub-band. The resultant feature matrix is of the shape of \((128 \times 6)\) that reshaped into a vector form of \((1 \times 768)\). Multiplicative coefficient is applied to the sub-band images according to the Equation 13.

\[ X = F_1 + F_2 + 2 \times F_3 + 2 \times F_4 \rightarrow (13) \]

Equal zero padding is perform on the start and end columns such that \( x \) as \((1 \times 784)\). Enhancement and feature extraction steps are perform on the whole data set so that we have a data matrix \( Y \) of the shape \((2296 \times 785)\), where 2296 is the number of the sample images and 784 is the number of features of each sample. Every sample has a last column label belongs to its respective patch class.

**Multi-layer perceptron**

In the last step features set \( Y \) is used as input to MLP to classify it into three classes. To train the MLP optimal values of weights and bias are required for desirable output. In our experiment we have used MLP with 500 hidden units and one hidden layer. Figure 2 presents the basic concept of MLP.

Where \( f(σ_l) \rightarrow \text{sigmoid}(σ_l) \) and is defined as:

\[ \text{Sigmoid}(σ_l) = 1/1+\exp (-σ_l), l=a, a1, a2, ..., m \rightarrow (19) \]

In the last step features set \( Y \) is used as input to MLP to classify this data set into three classes. To train the MLP optimal values of weights and bias are required for desirable output. In our experiment we have used MLP with 500 hidden units and one hidden layer. Figure 2 presents the basic concept of MLP.

**Results and Discussion**

We have used IRMA [22] dataset for the evaluation of proposed technique. A total of 2796 patches of original mammogram images are used for this experiment.

Initially a two and three class classification is done by using DSIFT, Local Configuration Pattern (LCP) and Histogram Oriented Gradient (HOG) methods. Figure 3 shows the result of two and three class classification. It can be observed that in two class classification HOG method perform better with accuracy rate 83.2\%. The other two schemes LCP and DSIFT has accuracy rate 82.26\% and 74.6\% respectively. In three class classification HOG method performs better than the other two schemes but the results is not so promising, with the best result accuracy of 56.83\%. SVM with linear kernel is used for both the classifications.

Table 1 presents the validity assessment measures of existing schemes for two class classification. In all assessment measures HOG shows better performance than other two methods except the sensitivity, where it has slightly less value than LCP. LCP performs better than DSIFT in all five validity assessment measure, it can easily be seen in the quantitative comparison table that HOG method performs better than other two methods.

Similarly, Table 2 shows the quantitative comparison for three class classification of existing and proposed schemes. The same assessment measures, as given in Table 1, have been used to test the performance of different methods for three class classification. Among existing three methods LCP outperforms all assessment measures except sensitivity, whereas HOG method has the better result with 0.838. Moreover, among other three methods HOG performs better than DSIFT. Overall, It can be observed that the proposed schemes provides

---
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improved measure values, having best PPV value of 0.897 and ROC value of 0.791. Our proposed method outperforms all other existing methods in all quantitative comparison.

**Input:** Mamogram Image \( E(x,y) \) of size \( n \times m \)

**Output:** Classify, \( E(x,y) \) in one of three classes

1. **Compute** enhanced image \( E(x,y) \)
   
   \[
   I \leftarrow \text{COLFILT}(E,3)
   \]

2. **Calculate** Coefficients of Curvelet Transform
   
   \[
   C_{\alpha,k}(x) = \frac{1}{(2\pi)^2} \int f(x) \phi(x, y) (r - k, \theta - \theta_0) \text{d}x
   \]

3. **Calculate** DSIFT features vector
   
   \[
   \mathbf{X} = f_1 + f_2 + f_3 + f_4
   \]

4. **Classify** feature matrix using MLP

**Algorithm 1.** Proposed method for 3 classification of mammograms.

**Table 1.** Validity assessment measures for two classes.

<table>
<thead>
<tr>
<th>Method</th>
<th>PPV</th>
<th>NPV</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>MCC</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG</td>
<td>0.842</td>
<td>0.841</td>
<td>0.863</td>
<td>0.821</td>
<td>0.813</td>
<td>0.833</td>
</tr>
<tr>
<td>LCP</td>
<td>0.916</td>
<td>0.898</td>
<td>0.871</td>
<td>0.786</td>
<td>0.898</td>
<td>0.811</td>
</tr>
<tr>
<td>DSIFT</td>
<td>0.681</td>
<td>0.862</td>
<td>0.851</td>
<td>0.712</td>
<td>0.699</td>
<td>0.714</td>
</tr>
</tbody>
</table>

**Table 2.** Validity assessment measures for 3 classes.

<table>
<thead>
<tr>
<th>Method</th>
<th>PPV</th>
<th>NPV</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>MCC</th>
<th>ROC</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOG</td>
<td>0.698</td>
<td>0.89</td>
<td>0.838</td>
<td>0.71</td>
<td>0.711</td>
<td>0.729</td>
</tr>
<tr>
<td>LCP</td>
<td>0.701</td>
<td>0.911</td>
<td>0.816</td>
<td>0.762</td>
<td>0.701</td>
<td>0.746</td>
</tr>
<tr>
<td>DSIFT</td>
<td>0.484</td>
<td>0.851</td>
<td>0.808</td>
<td>0.682</td>
<td>0.629</td>
<td>0.684</td>
</tr>
<tr>
<td>Proposed method</td>
<td>0.819</td>
<td>0.897</td>
<td>0.851</td>
<td>0.791</td>
<td>0.788</td>
<td>0.791</td>
</tr>
</tbody>
</table>

In Figure 4 the results of proposed method at different epochs. It can be seen that the classification results for three class classification obtained by proposed scheme is more pleasing as compared to the existing schemes in Figure 3. Proposed method achieved the accuracy of 80.21% and 76.77% on validation data set and test dataset respectively. Proposed method has improved the accuracy up to 19.23% on test dataset.

**Figure 3.** Two and three class classification accuracy rate for different methods.

**Figure 4.** Accuracy rate of proposed method for test and validation data set.

**Conclusion**

Mammograms classification for breast cancer detection based on CT and MLP is proposed. We have proposed a modal for the classification of breast tumour. We have found that MLP with DSIFT features can be used for the breast cancer detection. Numerical results shows that DSIFT features from the data set before inputting the data to the MLP is more helpful for cancer detection. Numerical results show the significance of our proposed method for large dataset of mammogram images as compare to other state of art techniques. In future work, proposed method can be used with the combination of deep learning algorithms for high accuracy rate. Improvement can also be made by using different architectures of deep learning.
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