C4.5 classification algorithm with back-track pruning for accurate prediction of heart disease.
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Abstract

In Machine Learning, Decision tree is the mostly used classifier for predictive Modeling. The C4.5 classifier suffers from overfitting; poor attribute split technique, inability to handle continuous valued and missing valued attributes with high learning cost. Among all, overfitting and split attribute has high impact on the accuracies of prediction. The Efficient Back-track pruning algorithm is introduced here to overcome the drawback of overfitting. The proposed concept is implemented and evaluated with the UCI Machine Learning Hungarian database. This database having 294 records with fourteen attributes were used for forecasting the heart disease and relevant accuracies were measured. This implementation shows that the proposed Back-track pruned algorithm is efficient when compared with existing C4.5 algorithm, which is more suitable for the application of large amounts of healthcare data. Its accuracy has been greatly improved in line with the practical Health care Historical data. The result obtained proves that the performance of Back-track pruned C4.5 algorithm is better than C4.5 algorithm.

Keywords: Data mining, Heart disease, Decision Tree, C4.5 algorithm, Overfitting, Back-track pruning.

Accepted on August 09, 2016

Introduction

Heart disease has become the major challenge for health care industries. This illness is one of the most leading reasons of death all over the world in the past decade [1]. Cardiovascular disease or heart disease is a class of disease that involves the heart, blood vessels (arteries, capillaries and veins). It is hard for health care professionals to forecast the heart attack as it is a difficult task [2]. The American heart association has estimated that 17.3 million people die because of cardiovascular disease every year, particularly heart attacks, strokes, coronary heart disease and pulmonary heart disease etc. This global cause of death can increase the number to grow more than 23.6 million by 2030. The populations affected by heart diseases are mostly in low and middle-income countries, Where 80% of these deaths occur usually at younger ages than in higher income countries.

Health care industry contains huge volume of data and this can be used for effective analysis and diagnosis of many diseases by several data mining algorithms [3]. The medical industry is highly information rich, but knowledge poor [4]. However, there is a lack of effective analysis tools to discover hidden relationships in data [5]. Like for instance the symptoms from clinic, the practical and pathological symptoms of heart diseases are linked with the human organs including heart, which shows signs of different diseases in human body. Perhaps these signs have similar symptoms of heart diseases as well. To prevent the cause of death and reduce in number, analysis and forecast is very important, but it has never been an easy task for accurate diagnosis of heart diseases. Lots of research is being done for diagnosis of heart disease, but still the complications in various factors are causing delay in diagnosis of the heart related diseases and deciding the accuracy. Researchers are facing difficulties to find accuracy in diagnosis. Prediction is the knowledge to predict future data from historical and current data according to time-series data [6].

Data mining has been extensively implemented by research professionals to assist medical professionals to enhance accuracy for the finding of heart disease [7]. Disease diagnosis is one of the applications where data mining tools are proving successful results. C4.5 classification is one such algorithm playing major role in prediction with few drawbacks as mentioned. The Modified Back-track pruned C4.5 classification algorithm is introduced which can take huge volume of data as input from medical domain to identify and foretell the diseases better than C4.5. C4.5 Classification algorithm has been used by many researches in different application areas. Even they provide good results it suffers from the problem of overfitting. The tree works well for
learned instances and not for new real-time instances called overfitting. The proposed Back-track pruned algorithm uses Back-tracking concept to reorganize the nodes of the constructed tree to overcome the drawback. The proposed Back-track pruned algorithm behaves well for the given dataset than C4.5.

Materials and Methods

Literature survey

Recent Techniques by Bouali and Akaichi like Artificial Neural Netowrk, Support Vector Machine, and Bayesian Network, Decision Trees, J48 classification, ID3, Decision Table and C4.5 were studied in depth and the drawbacks were considered to overcome the in C4.5 Back-Track Pruning algorithm [8]. Also the data mining techniques discussed by Krishnaiah, V., Narsimha (2016) has been studied in depth for better understanding [9].

Decision tree construction

There is a growing interest nowadays to process large amounts of data using the well-known decision-tree learning algorithms. Building a decision tree as fast as possible against a large dataset without substantial decrease in accuracy and using as little memory as possible is essential [10]. One of the most challenging tasks for data mining community is to develop classifiers that can mine very large datasets [11]. A decision tree is used to determine the optimum course of action, in situations having several possible alternatives with uncertain outcomes [12]. C4.5 Decision Tree is the Very First Fundamental Supervised Machine Learning classification algorithm which is extensively implemented and typically achieves very good performance in prediction.

The decision tree-based algorithms do not perceive noise and contradictions in data [13]. After getting the class labels of a record set, decision tree technique is applied to find out the method the attributes behaves, to predict the class labels for the latest instances that can be alike. It learns through the underlying structure of training data when bunch of historical records with answers or class labels is fed as Input. The machine learning happens here. If new records from test data were given as input, it can predict the class label. The generated tree contains Root Node, Branch Node and Leaf or class Node. The root node represents test on an Attribute, branch node represents outcome of the test and leaf node represents the decision made after testing all attributes called class labels. The path generated from root node to leaf node represents the classification rules. In the construction of the tree, mainly two flavors needs to be considered, i.e., first is splitting criterion used and the second is overfitting technique which is applied here [14].

However the Decision trees can be an excellent tool in Machine Learning, it suffers from variety of disputes when implementing [15]. Analyzing those issues will help out to find the ways to improve the performance and accuracy of prediction. This paper analyses the issue called overfitting which have major impact on the performance and accuracy of the Decision Trees and provides excellent solution.

1. Decision tree building is in a top to bottom fashion, using recursive divide and conquer way. Initially, all the training instances were at the root of the tree.
2. Attributes needs to be categorical (if the attributes were continuously valued, they need to be discretised).
3. Input data is portioned recursively based on selected attribute.
4. Testing instances at every node were chosen based on the heuristic measure or with the statistical measure.

Proposed back-track pruned algorithm

Back-track pruned C4.5 technique is applied to construct a decision tree, with the available non-categorical attributes C1, C2 up to Cn, the categorical attribute C, and learning dataset T of instances.

Input:

1. The learning dataset ‘D’; and its set of training observations with respective class values.
2. Attribute list represented as A, which is the set of relevant candidate attributes.
3. Chosen splitting criteria technique.

Output: A decision tree.

Method:

STEP 1: Construct a node called ‘N’.

STEP 2: Return ‘N’ as a leaf node labeled with C, if all observations in the training dataset have the same class output value C.

STEP 3: Return N as leaf node labeled with majority class output value in training dataset, if attribute list is empty.

STEP 4: To find the “best” splitting criterion attribute, use selected splitting criteria method to training dataset in the form of order.

STEP 5: Name the node ‘N’ with the splitting criterion attribute.

STEP 6: Eliminate the splitting criterion attribute from the attribute list.

STEP 7: Loop: Each value of ‘j’ in the attribute splitting criterion.

• Consider Dj, the observations in training dataset fulfilling the attribute value j.
• If Dj has no observations (empty), then attach the leaf node with the popular class output value to the node ‘N’.
• Otherwise, Attach the node returned by the generate decision tree (‘Dj’, -attribute list, selected splitting criteria method) to the node ‘N’.

STEP 8: End for Loop.
Step 9: Return node ‘N’.

Back-track pruned C4.5 algorithm builds a decision tree from a set of training data using the concept of information entropy [16]. Building of the decision tree is to use the highest measure of entropy-based information gain for the heuristic information [17]. Back-track pruned C4.5 builds decision trees from a set of training data using the concept of information entropy [18]. The Entropy and Information Gain are calculated for pruning the decision tree. The attribute having maximum gain yields in nodes with the smallest entropy.

Conditions for stopping partitioning

- If every samples for a known node fit in the identical class.
- If there are no outstanding attributes for additional partitioning-mass selection is employed for classifying the leaf.
- If no samples absent.

Classification techniques have been concerned substantial attention together in machine learning and in the data mining investigate areas [19]. Even the tree works well on training set, it may not perform well on real data sets as few of its parts may unknown during training. This occurrence is called overfitting the training data which needs to be eliminated.

Steps in pruning:

Step 1: Deduce the decision tree from the training set, increasing the tree awaiting the training data is fit as well as likely and permitting overfitting to happen.

Step 2: Alter the knowledgeable tree into an equivalent set of rules by creating one rule for each path from the root node to a leaf node.

Step 3: Trim all rule by eliminating any preconditions that result in enhancing its predictable accuracy.

Step 4: Arrange the pruned rules by their predictable accuracy, and judge them in this succession while classifying the instances.

Overfitting can diminish the accuracy of a decision tree on real instances considerably. For example, in a trial using C4.5 performed on noisy training data, the final tree was found to be 10%-20% less accurate because of overfitting. Pruning with Back-track is a technique used to discover towering accuracy of prediction. This technique prunes the tree as fine in hopes of dropping overfitting. The approach for handling overfitting is Back-track pruning. The steps introduced in Back-track pruning are as follows

Steps in Proposed Back-track Pruning

Step 1: The complete tree is constructed perfectly by allowing overfitting to occur.

Step 2: The algorithm starts from bottom of the tree and evaluates each non-leaf node towards root node.

Step 3: Identify and eliminate the nodes or sub trees with no negative result on the correctness of the decision tree. Removing such type of nodes or sub trees is called Back-track pruning.

Step 4: The resultant tree obtained by eliminating these unnecessary subtrees functions like original tree and yields high accuracy.

UCI Hungarian database

The Hungarian database with 294 instances and fourteen mentioned attributes were applied for implementation. The detailed information about the 14 attributes has been given below:

1. Age in terms of years (age).
2. Sex in terms of Male and Female.
3. Chest pain type referred as chest_pain.
   - Value -1 means typical angina.
   - Value -2 means atypical angina.
   - Value -3 means non-anginal pain.
   - Value -4 means asymptomatic.
4. Resting BP (Blood Pressure) means (trestbps) (in terms of mm Hg while appointing to the hospital)
5. Serum cholesterol referred as (chol) in mg/dl
6. Fasting blood sugar (fbs) greater than 120 mg/dl where (1=true; 0=false)
7. Restecg referred as (restecg) resting ecg results
8. Maximum heart rate referred as (thalach)
9. Exercise induced angina referred as (exang)
10. ST depression referred as (oldpeak)
11. Slope referred as (slope)
   - Value 1 means up sloping
   - Value 2 means flat
   - Value 3 means down sloping
12. The number of major vessels (0-3) colored by flourosopy referred as (ca)
   - (thal) 3 -normal; 6 -fixed defect; 7 - reversable defect
13. Predicted attribute, diagnosis of heart disease (angiographic disease status) referred as num
   - Value -0: less than 50 percent diameter narrowing.
   - Value -1: greater than 50 percent diameter narrowing.

Sample data set

The sample test dataset is given below in Table 1. It is obtained from the Hungarian database having 294 instances and 14
attributes. Here the dataset is partitioned in to two halves while the first half is used as Training set and the second half is used as testing data set.

**Table 1. Sample data set.**

<table>
<thead>
<tr>
<th>age</th>
<th>sex</th>
<th>cp</th>
<th>trestbps</th>
<th>chol</th>
<th>fbs</th>
<th>restecg</th>
<th>thalach</th>
<th>exang</th>
<th>oldpeak</th>
<th>slope</th>
<th>ca</th>
<th>thal</th>
<th>num</th>
</tr>
</thead>
<tbody>
<tr>
<td>63</td>
<td>male</td>
<td>typ_angina</td>
<td>145</td>
<td>233</td>
<td>t</td>
<td>left_vent_hyper</td>
<td>150</td>
<td>no</td>
<td>2.3</td>
<td>down</td>
<td>0</td>
<td>fixed_defe</td>
<td>'&lt;50'</td>
</tr>
<tr>
<td>67</td>
<td>male</td>
<td>asympt</td>
<td>160</td>
<td>286</td>
<td>f</td>
<td>left_vent_hyper</td>
<td>108</td>
<td>yes</td>
<td>1.5</td>
<td>flat</td>
<td>30</td>
<td>normal</td>
<td>'&gt;50_1'</td>
</tr>
<tr>
<td>67</td>
<td>male</td>
<td>asympt</td>
<td>120</td>
<td>229</td>
<td>f</td>
<td>left_vent_hyper</td>
<td>129</td>
<td>yes</td>
<td>2.6</td>
<td>flat</td>
<td>2</td>
<td>reversible</td>
<td>'&gt;50_1'</td>
</tr>
<tr>
<td>37</td>
<td>male</td>
<td>non_anginal</td>
<td>130</td>
<td>250</td>
<td>f</td>
<td>normal</td>
<td>187</td>
<td>no</td>
<td>3.5</td>
<td>down</td>
<td>0</td>
<td>normal</td>
<td>'&lt;50'</td>
</tr>
<tr>
<td>41</td>
<td>female</td>
<td>atyp_angina</td>
<td>130</td>
<td>204</td>
<td>f</td>
<td>left_vent_hyper</td>
<td>172</td>
<td>no</td>
<td>1.4</td>
<td>up</td>
<td>0</td>
<td>normal</td>
<td>'&lt;50'</td>
</tr>
<tr>
<td>56</td>
<td>male</td>
<td>atyp_angina</td>
<td>120</td>
<td>236</td>
<td>f</td>
<td>normal</td>
<td>178</td>
<td>no</td>
<td>0.8</td>
<td>up</td>
<td>0</td>
<td>normal</td>
<td>'&lt;50'</td>
</tr>
<tr>
<td>62</td>
<td>female</td>
<td>asympt</td>
<td>140</td>
<td>268</td>
<td>f</td>
<td>left_vent_hyper</td>
<td>160</td>
<td>no</td>
<td>3.6</td>
<td>down</td>
<td>2</td>
<td>normal</td>
<td>'&gt;50_1'</td>
</tr>
<tr>
<td>57</td>
<td>female</td>
<td>asympt</td>
<td>120</td>
<td>354</td>
<td>f</td>
<td>normal</td>
<td>163</td>
<td>yes</td>
<td>0.6</td>
<td>up</td>
<td>0</td>
<td>normal</td>
<td>'&lt;50'</td>
</tr>
<tr>
<td>63</td>
<td>male</td>
<td>asympt</td>
<td>130</td>
<td>254</td>
<td>f</td>
<td>left_vent_hyper</td>
<td>147</td>
<td>no</td>
<td>1.4</td>
<td>flat</td>
<td>1</td>
<td>reversible</td>
<td>'&gt;50_1'</td>
</tr>
<tr>
<td>53</td>
<td>male</td>
<td>asympt</td>
<td>140</td>
<td>203</td>
<td>t</td>
<td>left_vent_hyper</td>
<td>155</td>
<td>yes</td>
<td>3.1</td>
<td>down</td>
<td>0</td>
<td>reversible</td>
<td>'&gt;50_1'</td>
</tr>
</tbody>
</table>

**Results and Discussion**

**Results of C4.5 and back-pruned C4.5 algorithm**

**Table 2. Result obtained from back-pruned C4.5 and C4.5 algorithm.**

<table>
<thead>
<tr>
<th>Measures</th>
<th>Existing C4.5 algorithm</th>
<th>Proposed Back-Track Pruned C4.5 algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correctly Classified</td>
<td>60%</td>
<td>66.66%</td>
</tr>
<tr>
<td>Incorrectly Classified</td>
<td>40%</td>
<td>33.33%</td>
</tr>
<tr>
<td>Kappa statistic</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>Mean absolute error</td>
<td>0.4233</td>
<td>0.4444</td>
</tr>
<tr>
<td>Root mean squared error</td>
<td>0.6144</td>
<td>0.4714</td>
</tr>
<tr>
<td>Relative absolute error</td>
<td>77.6111%</td>
<td>85.7143%</td>
</tr>
<tr>
<td>Root relative squared error</td>
<td>112.6336%</td>
<td>90.4534%</td>
</tr>
<tr>
<td>Coverage of cases (0.95 level)</td>
<td>70%</td>
<td>100%</td>
</tr>
<tr>
<td>Mean rel. region size (0.95 level)</td>
<td>65%</td>
<td>100%</td>
</tr>
<tr>
<td>Total No. of Instances</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class Values</th>
<th>&lt;50</th>
<th>&gt;50_1</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP Rate</td>
<td>0.4</td>
<td>0.8</td>
</tr>
<tr>
<td>FP Rate</td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td>Precision</td>
<td>0.67</td>
<td>0.571</td>
</tr>
<tr>
<td>Recall</td>
<td>0.4</td>
<td>0.8</td>
</tr>
<tr>
<td>F-Measure</td>
<td>0.5</td>
<td>0.667</td>
</tr>
</tbody>
</table>

The Training and Test datasets belongs to Hungarian database with 294 records and fourteen attributes were applied on C4.5 and Back-Track Pruned C4.5 Classification algorithm. It is proved that that Back-Track Pruned C4.5 Classification algorithm is performing better accuracy than C4.5. The Back-Track Pruned C4.5 yields the accuracy of 66.66% while the C4.5 gives 60%. The Incorrectly classified Instances of Back-Track Pruned C4.5 is 33.33% and C4.5 is 40%. The other measures of Back-pruned C4.5 and C4.5 Algorithm is also Tabulated in above Table 2.

![Figure 1. Accuracies and error-rate of back-track pruned C4.5 and C4.5.](image-url)

The Figure 1 compares the accuracies of C4.5 and Back-Track Pruned C4.5 algorithms. It is proved that the Accuracy of Back-Track Pruned C4.5 is better than C4.5 Classification.
algorithm. Also the incorrectly classified instances were minimum in Back-Track Pruned C4.5 than C4.5. The other measures like Kappa statistic, Mean absolute error, Root mean squared error, Relative absolute error, Root relative squared error, Coverage of cases (0.95 level), Mean rel. region size (0.95 level), Total Number of Instances, Class, TP Rate, FP Rate, Precision, Recall, F-Measure and ROC Area were measured for analysis of performance.

Conclusion

The heart disease dataset from UCI Machine learning Hungarian database with 294 records and 14 attributes has been implemented with C4.5 and Back-track Pruned C4.5 Classification algorithm. Back-pruned C4.5 performs better than C4.5 with 66.66% of improved accuracy. Here, an optimal solution has been provided for overfitting of the decision Tree. It supports both continuous and discrete instances. The Missing attributes are not included for gain and entropy computations, so that reliability is maintained. This approach minimizes the overhead, memory required, size of the tree, time taken and results in improved accuracy by removing the branches not useful with minimized learning cost. As the paper focus is completely on prediction of the heart disease further, the same can be extended to predict the survival rate of the heart attack patients.
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