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Abstract

Background: Markov models are widely used in studying progression of chronic diseases using the time homogeneity approach. Relatively few studies use the time non-homogeneous approach to model the progression of HIV/AIDS based particularly in the use of viral load monitoring mainly due to fact that that viral load is expensive to measure frequently hence not readily available in the format required. Non-homogeneous models reveal the interval in which viral rebound occurs.

Methods: This study compares the time-homogeneous Markov approach to the time non-homogeneous approach in predicting HIV/AIDS progression. A piece-wise constant approach to non-homogeneous modelling is used.

Results: This study reveals that a piece-wise constant Markov approach to non-homogeneous modelling which allows variation in transition rates within intervals [0,0.5) years and [0.5,∞) years is better for predicting HIV/AIDS progression compared to the time-homogeneous approach. Failure to combination antiretroviral therapy (cART) increases significantly the rate of viral rebound and deaths 6 months post treatment initiation.

Conclusion: Hence, there is need to closely monitor the uptake of antiretroviral drugs in the first six months of treatment to increase the chances of survival for HIV/AIDS patients.
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Introduction

Combination antiretroviral therapy (cART) reduces HIV viral load by blocking replication of the virus [1-3]. Hence, constant monitoring of viral load counts is beneficial over routine monitoring of CD4⁺ cell count since immunodeficiency can be prevented by early detection of virologic failure thereby enabling proper management of HIV/AIDS patients by interested stakeholders [4].

The suppression of HIV viral load from very high levels, greater than 500 000 copies/mL, to suppressed levels due to the effects of cART can be considered as a multi-state process based on the viral load including the endpoint, death state. Patients are then monitored only at visit times resulting in the exact time the transition occurred to be unknown [5]. Homogeneous and non-homogeneous Markov processes are an important field of research when dealing with interval censored data in which the exact time of transition is not known. A Markov process is a stochastic process in which the probability of transition to a future state given the current state is independent of the past history. Thus, a Markov model possesses the memoryless property involving random movements between states that occur at regular or irregular intervals [6].

The constant hazard assumption of the time-homogeneous models is unrealistic when modelling evolution in chronic diseases [7] because they put severe limitations on the previous behaviour of the disease [8]. However, most applications to HIV/AIDS disease assumed a homogeneous process where transition probabilities only depend on the elapsed time between observations [6,9-11].

Application of non-homogeneous Markov models to study the evolution of HIV allows computations of estimates of the time in which HIV patients spend in each state but also the randomness of different states in which the states can evolve known as a stochastic process [12]. Saint-Pierre et al. used a piece-wise approach to non-homogeneous Markov modelling on asthma patients. They argued that piece-wise constant transition intensities help in preserving the tractability of
constant intensities [8]. However, non-homogeneity is not treated in survival analysis as extensively as homogeneous models and in particular for HIV/AIDS disease progression when based on viral load monitoring [13].

This paper models the virology of HIV using a piece-wise constant approach to form a time non-homogeneous Markov process. The virology of HIV is split into mutually exclusive states defined by viral load including the absorbing state, death. The use of Markov models with piece-wise constant transition intensities helps in preserving the tractability of constant intensities [8].

In the next section we describe the HIV/AIDS data that is used in this study and also how the model is formulated basing on the data. In section 3, we have results and analysis where three different models are fitted and their appropriateness is assessed using the Akaike Information Criteria (AIC), likelihood ratio tests as well as the plots of percentage prevalence in each state. The last section discusses and concludes the findings.

Materials and Methods

Data description

The data set used in this study has been described in previous studies [14-17]. At treatment initiation the variables age, Viral Load Baseline (VLBL) and CD4 baseline (CD4BL) are described in Table 1.

For each and every visit, blood samples were obtained for each patient and stored frozen until assayed. Plasma HIV RNA was measured using an ampicllor HIV-1 monitor assay kit which has a limit of sensitivity ranging from 50 copies/µL to 500,000 copies/µL.

Table 2 shows the possible transitions between the defined states from t=0 to t=0.5 years of treatment uptake.

At enrolment, most patients were in state 3 followed by state 4. State 1 had the least number of patients but during the first 0.25 years, it had the highest number of patients followed by state 2. From t=0.25 to t=0.5 years, the number of patients in state 3 increased from 6 to 13, an indication of viral rebound since they are on treatment.

State 1 had the least number of patients during the first interval from t=0 to t=1.5 years of treatment uptake.

Table 1. Descriptive Statistics for variables age, baseline viral load and baseline CD4+ cell count.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Age (years)</th>
<th>Viral load Baseline (VLBL) (copies/µL)</th>
<th>CD4 baseline (CD4BL) (copies/mm3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>15</td>
<td>&lt;50 (undetectable)</td>
<td>16</td>
</tr>
<tr>
<td>First Quartile</td>
<td>32</td>
<td>21 334</td>
<td>38</td>
</tr>
<tr>
<td>Median</td>
<td>39</td>
<td>67 995</td>
<td>116</td>
</tr>
<tr>
<td>Mean</td>
<td>40.62</td>
<td>138 208</td>
<td>156</td>
</tr>
<tr>
<td>Third Quartile</td>
<td>47</td>
<td>201 445</td>
<td>206</td>
</tr>
<tr>
<td>Maximum</td>
<td>77</td>
<td>&gt;500 000</td>
<td>1202</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variables</th>
<th>Viral load States (X(t))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>VBL &lt; 50</td>
</tr>
<tr>
<td>2</td>
<td>50 ≤ VBL &lt; 10000</td>
</tr>
<tr>
<td>3</td>
<td>10000 ≤ VBL &lt; 100000</td>
</tr>
<tr>
<td>4</td>
<td>100 000 ≤ VBL &lt; 500 000</td>
</tr>
<tr>
<td>5</td>
<td>VBL ≥ 500 000</td>
</tr>
<tr>
<td>6</td>
<td>Dead</td>
</tr>
</tbody>
</table>

Table 2. Number of HIV/AIDS patients in each viral load state from t=0 to t=0.5 years.

Model formulation

The non-homogeneous continuous time Markov model is formulated by splitting HIV/AIDS progression into 5 viral load defined states followed by the end point, death, which is state 6. The HIV/AIDS progression states are:

\[ \text{Viral load levels}(X(t)) = \begin{cases} 
1; & VBL < 50 \\
2; & 50 \leq VBL < 10000 \\
3; & 10000 \leq VBL < 100000 \\
4; & 100000 \leq VBL < 500000 \\
5; & VBL \geq 500000 \\
6; & \text{Dead} 
\end{cases} \]

These 6 states define the HIV/AIDS disease process is denoted by \(X(t)\) as shown above. The machine that is used to detect the viral load used thresholds of [50; 500 000] such that viral load below 50 copies/mL is classified as undetectable. The other covariates included in the model are:

\[ \text{Gender} = \begin{cases} 
1, & \text{male} \\
0, & \text{female} 
\end{cases} \]

\[ \text{CD4baseline}(CD4BL) = \begin{cases} 
1, & \leq 200 \text{ cells/mm}^3 \\
0, & > 200 \text{ cells/mm}^3 
\end{cases} \]

Formulation of the model is based on the approach by Saint-Pierre and others [8] where the study period \([\tau_{l-1}, \tau_l)\) for, \(l=1, \ldots, r+1\), and considering a vector of artificial time-varying covariates

\[ z^*(t) = \begin{cases} 
\{z^*_1(t), z^*_2(t), \ldots, z^*_r(t)\} 
\end{cases} \]

such that:

\[ z^*_0(t) = 0; \forall t \quad \text{And} \quad z^*_l(t) = \begin{cases} 
0; & \tau_{l-1} \leq t < \tau_l \\
1; & t \geq \tau_l 
\end{cases} \]

\[ l = 1, \ldots, r \rightarrow \quad (1) \]

And the model with transition intensities:

\[ q_g(t|z^*(t)) = q_{g0} \exp \left\{ (\beta^*_g)^T z^*(t) \right\} \quad (2) \]

\( q_{g0} \) is the baseline transition intensity corresponding to the interval \([\tau_{l-1}, \tau_l)\). \( \beta^*_g \) is a vector of regression coefficients associated with the artificial time-varying covariates. For this model the transition intensities are step-functions of time.
defined for each interval as follows:

\[
q_{ij}(t|z(t),z) = q_{ij0} \exp \left\{ \beta_i^z(t) \right\} \quad \text{if } t_{i-1} < t < t_i
\]

Incorporating the effects of covariates, the model becomes

\[
q_{ij}(t|z(t),z) = q_{ij0} \exp \left\{ (\beta_i^z(t) + \beta_r^z(t) + \beta_q^z(t) + \beta_j^z(t)) \right\}
\]

(3)

Where \( q_{ij0} \) is the baseline transition intensities for the interval \( 0 \leq t < 0.5 \) with covariates set to their means, \( r \) is the log-linear effect of the \( r \) interval on the baseline transition intensity and \( Z^r \) is the artificial time-dependent covariate, \( \beta_i^z \) is the log-linear effect of the relating the instantaneous rate of transitions from state \( i \) to state \( j \) to the covariates

\[
z = \{ \text{CD4 baseline (CD4BL), nonadherence (NA), Gender, Viral load baseline (VLBL)} \}
\]

\[
q_{ij}(t|z(t),z) = q_{ij0} \exp \left\{ (\beta_i^z(t) + \beta_r^z(t) + \beta_q^z(t) + \beta_j^z(t)) \right\}
\]

(3)

\[
q_{ij}(t|z(t),z) = q_{ij0} \exp \left\{ (\beta_i^z(t) + \beta_r^z(t) + \beta_q^z(t) + \beta_j^z(t)) \right\}
\]

(3)

Statistical analysis

All the analysis is done using the Multi-State Modelling [MSM] package for multistate modelling in R software developed by Jackson [18]. The process of identifying the appropriate model started off by fitting time homogeneous Markov model for the data. The time homogeneous model converges and has -2Log-likelihood of 2799.465. From this time homogeneous model, percentage in each state are estimated and plotted as shown in Figure 1.

A comparison of the expected prevalence and observed percentages in each state from Figure 1 show that the predicted number of HIV infected individuals who die (State 6) is underestimated by the model from about 1 year onwards. The number of individuals alive and in state 1 is overestimated by the model from 1 year onwards. Such discrepancies, according to Jackson, indicate a possibility that the transition rates vary with time since the beginning of the process. In this particular case, it could be the time on treatment therapy [19,20]. This calls for the need to fit a Markov process that is non-homogeneous which can be handled by fitting a piece-wise constant function.

Individuals in this study were followed up after every 6 months, thus we start off with a 9-segment non-homogeneous Markov model with 0.5 year intervals. Although the 9-segment model did not converge to maximum likelihood, the prevalence plots for each state in the model helped in revealing intervals with constant transition intensities.

We further investigated the best piece-wise constant function for the data by considering different change points. Most of the models did not converge to a maximum likelihood except

Figure 1. Prevalence plot for the time homogeneous Markov model.
for the models:

1. With 2-segments and having a change point at 0.5 years.
2. With 2-segments and having a change point at 1 year.
3. With 3-segments and having change points at 0.5 and 1 year.

In the next section, we base our analysis on these three models and also the time homogeneous model. We further investigate the effects of covariates; gender, non-adherence and CD4 baseline on the chosen model.

### Results

For the 2-segment model, the transition intensities are defined for the following intervals.

\[
q_{ij}(t) = \begin{cases}
q_{ij,0}, & 0 \leq t < 0.5 \\
q_{ij,1} = q_{ij,0} \exp \{ \beta_{ij} t \}, & t \geq 0.5
\end{cases}
\]

Where \(q_{ij,0}\) is the baseline transition and \(q_{ij,1}\) is the transition intensity matrix for the interval \(t \geq 0.5\) years and \(\beta_{ij}\) is the regression coefficient associated with the artificial time-dependent covariate \(Z(t)\). The point estimates of parameters and their corresponding confidence intervals are shown in Table 3.

The results from Table 3 also narrow confidence intervals for transitions from state 1 and from state 2 except for the transition from state 2 to 6 (death). This shows that estimates of transitions from these states are statistically significant. However, most of the point estimates have wide confidence intervals and therefore are not statistically significant. This could be due to the fact that within 6 months of treatment uptake, most patients had made transitions to either state 1 or state 2 as shown by the prevalence plots in Figure 1.

Next we compute estimates of parameters for the 3-segment non-homogeneous Markov model with half-year and one-year change points, with transition intensities defined for each interval as follows:

\[
q_{ij}(t) = \begin{cases}
q_{ij,0}, & 0 \leq t < 0.5 \\
q_{ij,1} = q_{ij,0} \exp \{ \beta_{ij} t \}, & t \geq 0.5 \leq t < 1 \\
q_{ij,2} = q_{ij,0} \exp \{ \beta_{ij} t + \beta_{ij} Z(t) \}, & t \geq 1
\end{cases}
\]

is the baseline transition intensities for the interval, \(0 \leq t < 0.5\). \(\beta_{ij}\) is the log-linear effect of the \(r^{th}\) interval on the baseline transition intensity and \(Z(t)\) is the artificial time-dependent covariate. The estimated parameters are shown in Table 4.

### Table 3. Baseline transition intensities for the 2-segment non-homogeneous model and the time varying log-linear effects.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Baseline ([q_{ij,0}])</th>
<th>Log-linear effect ([\beta_{ij}])</th>
<th>Hazard Ratios ([0.5,\infty))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(q_{12})</td>
<td>0.445 (0.360, 0.550)</td>
<td>-1.295 (-1.814, -0.777)*</td>
<td>0.274 (0.163, 0.460)</td>
</tr>
<tr>
<td>(q_{16})</td>
<td>0.053 (0.031, 0.091)</td>
<td>-3.170 (-4.011, -2.330)*</td>
<td>0.041 (0.018, 0.097)</td>
</tr>
<tr>
<td>(q_{21})</td>
<td>2.640 (2.244, 3.107)</td>
<td>-1.133 (-1.426, -0.841) *</td>
<td>0.322 (0.240, 0.431)</td>
</tr>
<tr>
<td>(q_{25})</td>
<td>1.585 (0.486, 5.168)</td>
<td>-2.660 (-6.353, 1.033)</td>
<td>0.070 (0.0017, 2.810)</td>
</tr>
<tr>
<td>(q_{26})</td>
<td>0.002 (0.0000003742, 727)</td>
<td>1.220 (-25.055, 27.495)</td>
<td>3.387 (0.0000000013, 870000000)</td>
</tr>
<tr>
<td>(q_{32})</td>
<td>6.635 (2.158, 20.40)</td>
<td>-3.854 (-7.347, -0.361)*</td>
<td>0.021 (0.0006, 0.697)</td>
</tr>
<tr>
<td>(q_{34})</td>
<td>6.110 (0.015, 2428)</td>
<td>3.010 (-5.893, 11.91)</td>
<td>20.28 (0.0028, 149100)</td>
</tr>
<tr>
<td>(q_{36})</td>
<td>0.144 (0.0018, 11.64)</td>
<td>4.071 (-8.064, 16.21)</td>
<td>58.63 (0.0003, 11000000)</td>
</tr>
<tr>
<td>(q_{43})</td>
<td>47.116 (0.137, 16160)</td>
<td>1.387 (-7.123, 9.897)</td>
<td>4.04 (0.0008, 19870)</td>
</tr>
<tr>
<td>(q_{45})</td>
<td>3.772 (0.010, 1356)</td>
<td>-0.849 (-9.605, 7.907)</td>
<td>0.428 (0.000067, 2717)</td>
</tr>
<tr>
<td>(q_{46})</td>
<td>0.02 (0.000000000000, 680000000000)</td>
<td>2.426 (-194.2, 199.1)</td>
<td>11.316 (0.0000000000046, 28000000000)</td>
</tr>
<tr>
<td>(q_{54})</td>
<td>23.825 (0.089, 6378)</td>
<td>0.649 (-7.528, 8.825)</td>
<td>1.913 (0.0005, 6804)</td>
</tr>
<tr>
<td>(q_{56})</td>
<td>0.035 (0.00000000013, 9340000)</td>
<td>2.707 (-26.46, 31.87)</td>
<td>14.99 (0.0000000032, 6950000000)</td>
</tr>
<tr>
<td>-2xLL</td>
<td>2495.898</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Results from Table 4 show an improvement on the estimated parameter values. This is shown by the confidence intervals that are narrower compared to the confidence intervals shown in Table 3 for the 2-segment model. However, transitions to death from states 2, 3, 4 and 5 have got very wide confidence interval. Only mortality rates from state 1 (undetectable viral load) decrease significantly with time as indicated by the narrow confidence intervals and exclusion of zero in the confidence intervals.

Next we present the results from a 2-segment piece-wise Markov model together with the effects of covariates. The model is given as follows:

\[ q_y(t|z, \beta_y) = q_{y0} \exp \left( \beta_y^* z + \beta_y z \right) \]

\( q_{y0} \) is the baseline transition intensities for the interval \( 0 \leq t < 0.5 \) with covariates set to their means, \( \beta_y^* \) is the log-linear effect of the \( k \)th interval on the baseline transition intensity and \( Z^*(t) \) is the artificial time-dependent covariate, \( \beta_y \) is the log-linear effect of the relating the instantaneous rate of transitions from state \( i \) to state \( j \) to the covariates.

The results are shown in Table 5.

The results from Table 5 show that during the first 0.5 years of treatment uptake (baseline) the rates of viral load suppression are higher than the rates of viral rebound regardless of the state. The highest transition rates are noted from a viral load above 500,000 copies/µL to a viral load between 100,000 and 499,999 copies/µL. During the first six months most transitions to death occurred from a viral load state between

<table>
<thead>
<tr>
<th>Variables</th>
<th>Hazard Ratios</th>
<th>Log-linear Effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline ( q_{y,0} )</td>
<td>[0.5,1)</td>
<td>[1,Inf)</td>
</tr>
<tr>
<td>0.441</td>
<td>0.393 (0.198,0.781)</td>
<td>0.246 (0.145,0.419)</td>
</tr>
<tr>
<td>( q_{12} )</td>
<td>(0.357, 0.546)</td>
<td>0.0572</td>
</tr>
<tr>
<td>( q_{16} )</td>
<td>0.0396 (0.0067,0.233)</td>
<td>0.0482 (0.0209,0.111)</td>
</tr>
<tr>
<td>( q_{21} )</td>
<td>2.607</td>
<td>0.447</td>
</tr>
<tr>
<td>( q_{23} )</td>
<td>(2.208, 3.079)</td>
<td>1.588</td>
</tr>
<tr>
<td>( q_{26} )</td>
<td>0.293 (0.0484,1.773)</td>
<td>2.111 (0.653,6.827)</td>
</tr>
<tr>
<td>( q_{32} )</td>
<td>(0.00084, 2.268)</td>
<td>6.775</td>
</tr>
<tr>
<td>( q_{34} )</td>
<td>(2.64, 10.027)</td>
<td>4.832</td>
</tr>
<tr>
<td>( q_{36} )</td>
<td>(3.571, 6.540)</td>
<td>0.0585</td>
</tr>
<tr>
<td>( q_{39} )</td>
<td>(0.0108, 3.182)</td>
<td>36.307</td>
</tr>
<tr>
<td>( q_{45} )</td>
<td>0.688 (0.0691,6.851)</td>
<td>3.951 (0.653,23.91)</td>
</tr>
<tr>
<td>( q_{46} )</td>
<td>(2.900, 45.46)</td>
<td>0.638</td>
</tr>
<tr>
<td>( q_{46} )</td>
<td>(0.165, 2.467)</td>
<td>0.00965</td>
</tr>
<tr>
<td>( q_{49} )</td>
<td>2.063 (0.345,12.35)</td>
<td>5.745 (0.997,33.12)</td>
</tr>
<tr>
<td>( q_{54} )</td>
<td>(0.00183, 5.081)</td>
<td>26.276</td>
</tr>
<tr>
<td>( q_{56} )</td>
<td>(18.65, 37.02)</td>
<td>0.0464</td>
</tr>
<tr>
<td>( q_{56} )</td>
<td>180.816 (3.766,868.2)</td>
<td>2.298 (0.00019,27.51)</td>
</tr>
<tr>
<td>-2xLL</td>
<td>2485.745</td>
<td></td>
</tr>
</tbody>
</table>
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Table 5. Estimated parameters for the half-year piece-wise Markov model with the effects of covariates included.

| Variables (q_{ij}) | CD4BL | NA. | Gender | VLBL | |0.5,Inf|
|------------------|-------|-----|--------|------|------|
| q_{21} 3.021 (2.539,3.593) | 0.315 (0.022,0.609)* | -0.978 | -0.0339 | -0.074 | -0.994 |
| q_{12} 0.515 (0.412,0.643) | 0.201 (-0.240,0.642) | (-1.395,-0.562)* | 0.565 | (-0.330,0.262) | -0.198 | (-0.436,0.288) | -0.321 | (-1.295,-0.69)* | -1.163 |
| q_{32} 7.724 (4.081,14.62) | -1.422 (-3.546,0.703) | (-0.956,1.087) | 0.0656 | (-0.629,0.232) | 0.236 | (-0.238,0.879) | -1.476 | -2.725 |
| q_{23} 1.277 (0.633,2.575) | -0.731 (-2.821,1.358) | (-0.934,1.947) | 0.596 | (-0.830,1.302) | 0.221 | (-3.788,0.837) | -0.212 | -1.728 |
| q_{43} 11.297 (3.569,35.77) | 2.047 (0.190,3.903)* | (-2.012,3.073) | 0.515 (0.412,0.643) | 0.201 (-0.240,0.642) | -0.786 | (-3.081,2.520) | -0.590 | (-3.69,-0.398)* | 1.023 |
| q_{34} 0.963 (0.253,3.664) | 1.714 (-0.749,4.177) | (-1.430,3.195) | 2.911 | (-2.635,1.063) | -2.156 | (-4.192,3.012) | -0.078 | -1.067 |
| q_{54} 44.854 (0.096,2077) | 0.492 (-1.963,2.948) | (-8.605,14.428) | 3.591 | (-11.58,7.266) | -2.742 | (-3.581,3.426) | 3.102 | -5.474 |
| q_{45} 4.325 | 3.834 (-0.574,8.243) | (-8.322,15.505) | 0.0054 (0.348) | 0.00391 | -5.245 | (-12.91,7.427) | -0.386 | 1.144 | -6.079 |
| q_{16} 0.000003,48.1 | 0.923 (-0.039,1.884) | (-22.225,11.73) | 0.0127 | 1.221 | -2.225 | (-1.185,0.412) | -0.065,2.353 | (-19.38,7.222) |
| q_{26} 0.00001,0.114 | -1.022,3.463 | (-3.657,1.839) | 0.0218 | -0.0216 | -1.022 | (-3.035,2.992) | -0.909 | -1.477 | 3.454 | 3.362 | 5.131 |
| q_{36} 0.00008,58.94 | -0.372 (-4.853,4.199) | (-4.606,1.653) | 0.166 | -0.327 | -4.853 | 4.199 | -0.857 | 0.587 | -20.82,27.55 | -12.62,22.88 |
| q_{46} 0.0004,64.23 | -0.998 (-7.007,4.635) | (-7.007,4.635) | 0.00899 | -0.327 | -4.853 | 4.199 | -0.175 | -0.998 | -0.078 |
| q_{56} 0.00009,82100 | 0.216 (-58.05,58.48) | (-77.39,77.19) | 0.00009,82100 | 0.216 | -58.05,58.48 | 0.216 | (-77.39,77.19) | -53.28,52.93 | -154.9,154.2 | -49.91,56.97 |

-2Log-likelihood: 2390.415; *Significant

100 000 and 500 000 copies/µL. This is mainly attributed to initiating treatment with a CD4 baseline below 200 cells/m^3.

Having a CD4 baseline below 200 cells/m^3 at treatment initiation contribute significantly to the increase in viral suppression to undetectable level as shown by a narrow confidence interval and exclusion of zero in the confidence interval. For these patients, there is also a significant increase in viral suppression from state 4 to state 3. Though not significant, there is reduction in viral suppression from state 3 to state 2.

For non-adherent patients, the results reveal a significant reduction in viral suppression to undetectable levels (state 2 to state 1). Thus, adherence to treatment increases significantly the transition rates to undetectable levels. Non-adherence increases transitions to viral rebound from undetectable viral load (state 1 to state 2). Although some of the estimated parameters are not significant, the results show that non-adherence to treatment contribute more to the increased rates of viral rebound than viral suppression.

Males in the study experience a reduction in the rates of viral suppression to undetectable levels, but once the undetectable viral load is reached they have reduced rates of viral rebound. This means that for their female counterparts, rates of viral suppression to undetectable levels are higher than that of males. Deaths of males are more likely to occur from viral load states between 10 000 and 500 000 copies/µL compared to their female counterparts.

The results also show reduction in the rates of transition to better states (viral suppression) for patients who initiated...
treatment with a viral load level above 10 000 copies/µL. These patients experienced increased transitions to death regardless of the viral load state. Thus, starting treatment with a viral load above 10 000 copies/µL increases the mortality rates and also accelerates diseases progression.

From 6 months (0.5 years) of treatment uptake onwards, most of the transitions between live states are significant except for the transition from state 3 to state 4 and state 5 to state 4. The results show a significant reduction in viral suppression to undetectable levels from 6 months onwards but once the undetectable viral load is reached there is reduction in viral rebound and also reduction in death occurrences. However, if the viral load is still detectable after 6 months, it increases the occurrence of deaths.

Assessment of the fitted models

In this subsection, we assess the fitted models using several techniques: prevalence plots, contour plots and estimates of log-likelihoods and Akaike Information Criteria (AIC). Prevalence plots give a rough indication of the goodness of the fitted models and contours plot the likelihood surface with respect to 2 parameters default to plus or minus 2 standard errors obtained from the Hessian matrix at the maximum likelihood estimate.

In Figure 2 we compare the percentage prevalence plots for each of the states for the a two-segment non-homogeneous Markov model with change point at 0.5 years, 3-segment non-homogeneous Markov model and the 2-segment model with change point at 1 year respectively.

Results from the percentage prevalence plots show that the fitted model gives a perfect fit of the observed data for patients in state 2,3,4 and 5. However, the expected percentage prevalence plot for the 2-segment non-homogeneous model with change point at 1 year overestimates the observed plot for patients in state 1. From 3 years onwards, expected percentage prevalence for mortality (state 6) underestimate the observed mortality from all fitted models although the 2-segment model with change point at 1 year underestimates mortality from 2 years onwards. Compared to the prevalence plot for the time homogeneous model shown in Figure 1, these plots show an improved fit to the observed data.

The prevalence of State 1 is down sloping from half a year on. This is due to non-adherence to treatment as shown by the results in Table 4.

Before computing estimates of AICs we plot the contours for the fitted models. These contours help to diagnose any irregularities in the likelihood surface. Thus, they present a graphical visualisation of the fitted surface. For biological data, these contours are expected to be elliptical. Figure 3 shows contours for the fitted models.

**Figure 2.** Percentage Prevalence plots for: (a) the 2-segment model with change point at 0.5 years, (b) the 3-segment model with change points at 0.5 and 1 year and (c) the 2-segment model with change point at 1 year.
Figure 3 shows that contours for the time homogeneous Markov (top left) are not elliptical but the contour for the three non-homogeneous models are elliptical. So the non-homogeneous model give a better fit the data compared to the homogeneous model. However, the contours for the time homogeneous model (top left) and the contours for the 2-segment with change point at 1 year (top right) are not symmetric; hence the models cannot explain this data fully. The contours for the non-homogeneous models; 2-segment with change point at 0.5 years (bottom left) and 3-segment with change points at 0.5 and 1 year (bottom right) are both elliptical and evenly distributed contours plots with symmetrical surfaces that peak at the centre (indicated by the white region). Hence these models give an adequate explanation of the data.

Table 6 shows estimates of the -2xlog-likelihood (-2 × LL), log-likelihoods (LL) are shown in brackets, the degrees of freedom for each of the fitted models and the Akaike information criteria (AIC). The AICs are calculated using the formula:

\[
AIC = -2 \log(\text{likelihood}) + 2 \times df
\]

For example, for the homogeneous model

\[
AIC = 2799.465 + 2 \times 13 = 2825.465
\]

as shown in the Table 6.

The results show that the time homogeneous Markov model has the highest AIC and log-likelihood compared to the non-homogeneous Markov models. From the fitted non-homogeneous Markov model, the 3-segment model, with change points at 0.5 and 1 year, has the highest log-likelihood compared to all the other fitted models followed by the 2-segment model with change points at 0.5 years. However, a further assessment basing on the AICs reveal that a 2-segment model with change points at 0.5 years fits the data better than the 3-segment model since it has the lowest AIC. Effects of the covariates were included in the 2-segment non-homogeneous model and the model yielded the lowest AIC.

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\text{Variables} & \text{Homogeneous Model} & \text{2-segment (1-year change point)} & \text{2-segments (0.5-year change point)} & \text{3-segments (0.5 and 1-year change points)} & \text{0.5-year change point and covariates} \\
\hline
-2 \times \text{LL} & 2799.465 (-1399.73) & 2554.177 (-1277.09) & 2495.898 (-1247.95) & 2485.745 (-1242.87) & 2520.415 (-1260.21) \\
\text{df} & 13 & 26 & 26 & 39 & 65 \\
\text{AIC} & 2825.465 & 2606.177 & 2547.898 & 2563.745 & 2390.415 \\
\hline
\end{array}
\]
Discussion

In this study, a comparison of the time-homogeneous Markov model and the non-homogeneous Markov model to estimate the progression of HIV/AIDS on viral load monitoring is done. For this model, the expected percentages in state 1 overestimated the observed percentages and the predicted number of individuals who died was underestimated by the model from 1 year of treatment uptake onwards. This indicated the need to fit a non-homogeneous model in which transition intensities are piece-wise constant. Non-homogeneous models with different change points were fitted. However, most of these models did not converge to a maximum likelihood except for the 2-segment model with change point at 0.5 years, 2-segment model with change point at 1 year and 3-segment model with change points at 0.5 and 1 year. From these models, non-homogeneous models and the time homogeneous model, assessment of the best model was done using the percentage prevalence plots, contour plots, perspective plots, CIs, log-likelihoods and the AICs. The model with the lowest AIC, the 2-segment model with change point at 0.5 years, was considered as the model that best explains HIV progression in patient on treatment under viral load monitoring for this data set.

This means that HIV progression is best described by a non-homogeneous Markov model with a change point at 0.5 years. This is mainly influenced by the results from viral load monitoring which are that, most of the patients on antiretroviral therapy reach the undetectable viral load within the first six months of treatment uptake (14,16). Thus, when monitoring HIV/AIDS patients, one should ensure that viral load suppression is reached as this reduces mortality rates.

Results from the fitted models show wider confidence intervals for the estimated transition rates to death. However, transitions within the 5 live states defined by viral load had narrow confidence intervals indicating significance in the estimated parameters, particularly the 2-segment model with change point at 0.5 years and covariates, in predicting transitions between live states.

The results also revealed a slower response to treatment when patients start treatment when viral load levels are above 10 000 copies/µL than when treatment is initiated when the viral load levels are below 10 000 copies/µL in the first 6 months [17]. Patients who initiated therapy with a viral load level above 10 000 copies/µL experienced accelerated rates of transition to death [14]. In 2018, Shoko et al. observed the same finding although they used a time homogeneous Markov modelling approach [17].

The results from this study revealed reduction with time in viral load suppression to undetectable levels for males and patients who were non-adherent to treatment [14]. For males, once the undetectable viral load is reached, there is reduction in viral rebound particularly from 0.5 years onwards.

This study shows a significant reduction in transitions to death from 0.5 years onwards for patients who have achieved an undetectable viral load despite the challenges of non-adherence. Thus, time non-homogeneity is the best approach to modelling HIV/AIDS progression for patients receiving cART.
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